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A journey to High Throughput 
Computing in life sciences… 

• Part I 

– Who am I? 

– Introduction to the countries we will explore 

• Part II: Grid usage in life sciences 

• Part III: Clouds in life sciences 

• Part IV: Entering a new world 
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Concepts – acronyms used 

• Grid computing is Cloud computing 
– Platform as a service (PaaS) is a category of cloud 

computing services that provides a computing 
platform and a solution stack as a service 

• High Throughput Computing 
– Analyzing large volumes of data 
– Cluster, Grid and Cloud computing best fitted for 

embarrassingly parallel calculations 

• High Performance Computing 
– Supercomputers best fitted to run complex models 
– Out of the scope of this talk 
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More than 60 life sciences ! 

• 1.1 Affective neuroscience 1.2 Anatomy 1.3 Astrobiology 1.4 Biochemistry 
1.5 Biocomputers 1.6 Biocontrol 1.7 Biodynamics 1.8 Bioinformatics 1.9 
Biology 1.10 Biomaterials 1.11 Biomechanics 1.12 Biomedical science 1.13 
Biomedicine 1.14 Biomonitoring 1.15 Biophysics 1.16 Biopolymers 1.17 
Biotechnology 1.18 Botany 1.19 Cell biology 1.20 Cognitive neuroscience 
1.21 Computational neuroscience 1.22 Conservation biology 1.23 
Developmental biology 1.24 Ecology 1.25 Environmental science 1.26 
Ethology 1.27 Evolutionary biology 1.28 Evolutionary genetics 1.29 Food 
science 1.30 Genetics 1.31 Genomics 1.32 Health Sciences 1.33 
Immunogenetics 1.34 Immunology 1.35 Immunotherapy 1.36 Kinesiology 
1.37 Marine biology 1.38 Medical devices 1.39 Medical imaging 1.40 
Medical Social Work 1.41 Microbiology 1.42 Molecular biology 1.43 
Neuroethology 1.44 Neuroscience 1.45 Oncology 1.46 Optogenetics 1.47 
Optometry 1.48 Parasitology 1.49 Pathology 1.50 Pharmacogenomics 1.51 
Pharmaceutical sciences 1.52 Pharmacology 1.53 Physiology 1.54 
Population dynamics 1.55 Proteomics 1.56 Psychiatric social work 1.57 
Psychology 1.58 Sports science 1.59 Structural biology 1.60 Systems 
biology 1.61 Zoology 

Life Sciences communities requiring High Throughput data analysis are currently using grid  
and/or cloud infrastructures 09:10:35 4 



Table of contents – part I 

• Who am I?  

• A journey to High Throughput Computing in 
life sciences 
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A short biography (I/II) 

• Background 
– Physicist by training   
– Interest for life sciences by education 

• CV 
– 1990: PhD in Nuclear Physics at CEA 

Saclay 
– 1990-1998: hadronic physics (SLAC – 

TJNAF) 
– 1998-2002: LHCb@CERN 
– 2000-2014: interface between physics 

and life sciences  
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A short biography (II/II) 

• The Grid and I… 
– 2000-2010: deployment of biomedical applications 

on grid infrastructures (DataGrid, EGEE) 

– 2010-2014: France-Grilles 

• Today, my professional life is shared between: 
– Leading the France National Grid Initiative 

– Exploring the impact of radiation on evolution 

• Mediator between grid technologists and 
researchers in life sciences and healthcare  
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A journey to High Throughput 
Computing in life sciences 

• Lands visited 

– Molecular biology  

– Structural biology 

– Drug discovery  

– Medical imaging 
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Welcome to the land of molecular 
biology 

• Change in scale in the last 10 years 

• Technological revolution: high throughput sequencing 

• Encyclopedic approach: all genes, all proteins, all 
interactions, … 

• New perspective: from the genome to the organism 
biological properties 

• Biologists are flooded by an avalanche of 
heterogeneous data 

• 25% of the time to collect data, 75% to analyze the 
data 

Credit: J-F Gibrat 
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Sequencing genomes 

• Genome = DNA sequence (4 
nucleotids: A, C, G, T) 
– Smallest non viral genome:  Carsonella 

ruddii (0,16M base pairs) 
– Largest genome: Polychaos dubium 

(670G base pairs) 

• Human genome sequencing (3G 
base pairs) 
– 10 year effort 
– 3 billion USD 

•  Time has changed… 
 

 
 Credit: J-F Gibrat 
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Shotgun sequencing 
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Next generation sequencing 

• Since 2007, new sequencing 
technologies 

• One “run” (a few days) produces 
up to 3 billion “reads” = 
fragments of 2x100 base pairs 
– A few TOctets of raw data 
– individual sequence read has about 

0.5% error rate 

• Sequencing cost dropped from 
10.000 $ to 0.03 $ per million of 
sequenced nucleotids 

 

 
 

Credit: J-F Gibrat 
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What is it interesting for? 

• Whole 
genome re-
sequencing 

• Ancient 
genomes 

• Metagenomics 

• Cancer 
genomics 

• Genomic 
epidemiology 

Credit: Shendure & Aïden 
(2012) Nat. Biotech. 
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Sequencing scenarii 

• Interest for a new genome requires assembly 
– process of taking a large number of short DNA sequences and 

putting them back together to create a representation of the 
original 

– Algorithms based on read overlapping benefit from large RAM (1 
TO) -> HPC 

• Working with a reference genome requires comparative 
analysis 
– Alignment algorithms (BLAST) find regions of local similarity 

between sequences 
– Phylogeny algorithms (PhyML) build evolutionary relationships 

between genomes  
– Comparative analyses are easily parallelized at data level -> HTC 

 
 
 
 

09:10:35 14 



Bioinformatics 

• Bioinformatics = computing methods 
to handle, organize and analyze 
biological data 
– Focused on the analysis of the  

sequences (DNA, RNA, proteins), their 
structure and interactions 

– No interest for image analysis 

• The role of bioinformatics 
– Handle high throughput biological 

data 
– Organize the data 
– Extract biological information from 

raw data 
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What characterize bioinformatics 
analysis? 

• Many analyses can be parallelized at data level 
– Comparative analysis 

• Analyses require treatment chains (pipelines, 
workflows) and integration of heterogeneous data 

• Different programming languages (Perl, Python, Java, 
etc) 

• Multiplication of programs and algorithms 
– 98 sequence alignment software tools 

• A typical bioinformatics platform proposes hundreds of 
software tools 
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Welcome to the land of structural 
biology 

• Structural biology studies the 
molecular structure of biological 
macromolecules 
– macromolecules carry out most of the 

functions of cells 

• Techniques to measure the structure 
of macromolecules  
– Physical techniques 

• Mass spectrometry 
• Nuclear Magnetic Resonance 
• X-ray cristallography 

– Biological techniques 
• Bioinformatics ( sequence  structure) 
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Grid added value for structural biology 

• Structural calculations from raw data are CPU 
demanding and easily parallelized by the data 
– Towards standardized pipeline analysis using 

reference software tools 

•  Example from mass spectrometry 
– Human cell contains 5 to 6000 different proteins 

– Goal: compare proteins expressed by healthy and 
cancerous cells 

– One mass spectrometer generates ≈ 50.000 
fragmentation spectra in 5 hours  15 GB of raw 
data  
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From structural biology to in 
silico drug discovery 

• The Protein Data Bank (PDB) is a repository for the 
three-dimensional structural data of large 
biological molecules, such as proteins and nucleic 
acids 
– data typically obtained by X-ray crystallography or NMR 

spectroscopy 
– More than 100.000 structures in 2014 

• Among them are biological targets for drugs 
– Biological target = biomolecule that changes its 

behaviour or function when a chemical compound 
binds to it  
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Searching for new drugs 

• Drug development is a long (10-12 years) and expensive (~800 

MDollars) process 

• In silico drug discovery opens new perspectives to speed it up and 

reduce its cost 

Target

Identification and validation
- 2/5 years

- 30% success rate

Lead

identification
- 0.5 year

- 65% success rate

Lead

optimization
- 2/4 years

- 55% success rate

Target discovery Lead discovery

Gene expression analysis,

Target function prediction,

Target structure prediction

De novo design,

Virtual screening

Virtual screening,

QSAR

Target

Identification and validation
- 2/5 years

- 30% success rate

Lead

identification
- 0.5 year

- 65% success rate

Lead

optimization
- 2/4 years

- 55% success rate

Target discovery Lead discovery

Gene expression analysis,

Target function prediction,

Target structure prediction

De novo design,

Virtual screening

Virtual screening,

QSAR
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Screening 
• Biologists identify a protein 

involved in the metabolism of 
the virus: the target 

• The goal is to find molecules to 
prevent the protein from 
playing its role in the virus life 
cycle: the hits 
– Hits dock in the active site of 

the protein 

• in silico vs in vitro screening 
– In silico: computational 

evaluation of binding energy 
– In vitro:  optical measurement 

of chemical reaction constant 
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Catalytic aspartic residues 

AMBER 

CHIMERA 

WET LABORATORY 

Molecular docking 

Molecular dynamics 

Complex 
visualization  

in vitro  

in vivo 

Virtual screening pipeline 

22 

Millions of chemical 
compounds available 

in open source 
databases 

In silico drug discovery very early 
Identified as a potential “killer  
application” for the grid 
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Welcome to the land of medical 
imaging 

• Medical imaging is the technique, process and 
art of creating visual representations of the 
interior of a body for clinical analysis and 
medical intervention 

• Medical imaging techniques are multiple 
– X-ray radiography, magnetic resonance imaging, 

medical ultrasonography or ultrasound, 
endoscopy, elastography, tactile imaging, 
thermography, medical photography and nuclear 
medicine functional imaging 
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Medical image simulation 

• Variety of applications in research and 
industry 
– prototyping of new devices 

– evaluation of image analysis algorithms 

• Commonly simulated image modalities 
– Magnetic Resonance Imaging 

– Ultrasound imaging 

– Positron Emission Tomography 

– Computed Tomography 
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Neurosciences, the need for high-
throughput imaging research 

• New imaging technologies 
significantly improve diagnostic and 
prognostic accuracy of 
neurodegenerative diseases 
– Especially true for Alzheimer’s disease 

• CPU-greedy tools for analysis and 
visualization of structural and 
functional brain imaging data 

• Example : segmentation of cortical 
and subcortical anatomy and 
calculation of areas and thickness  
– About 24 hours to run for each scan 
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Life sciences need High Throughput 
computing 

Scientific discipline Data to be processed 

Molecular Biology High Throughput Computing of 
NGS data  

Structural biology High Throughtput analysis of 
Nuclear Magnetic Resonance and 
Mass Spectrometry data 

Neurosciences High Throughput analysis of brain 
images 

Drug discovery High Throughput computing of 
molecular structures 
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Additional features 

• Need for comparative analysis in biology and medicine 
-> extensive use of databases 

• Security is 
– Critical for medical data (privacy issues) and 

pharmaceutical data (intellectual property issues) 

– Much less for biological data, except for personalized 
medicine 

• HPC is needed mostly at the interface with 
computational chemistry and for genome assembly 

• Hundreds of bioinformatics algorithms and databases 
but a handful of structural biology software 

 
Grid computing is part of the answer (security issues, flexibility)  
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A journey through CPU-intensive 
life sciences… 

• Part I 

– Who am I? 

– Introduction to CPU-intensive life sciences 

• Part II: Grid usage in life sciences 

• Part III: Clouds in life sciences 

• Part IV: Entering a new world 
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Session II: grid usage in 
biosciences 

• Historical perspective: the different stages 

• Examples at the different stages 

– First successes in life sciences 

• WISDOM (drug discovery) 

– Usage of grid on the plateau of maturity 

• WeNMR (structural biology) 

• VIP (medical imaging – neurosciences) 
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Historical perspective 

• Three stages for life sciences 

– Pioneering time : 2000-2005 

– First successes : 2005-2010 

– Plateau of maturity: 2010 - 2014 

09:12:08 
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Pioneering time: manipulating concepts and 
deploying test applications  

Grid computing 

09:12:08 
5 



The challenges of tomorrow… 
in September 2002 

INDIVIDUALISED HEALTHCARE 
MOLECULAR MEDECINE 

 
 
 
 
 
 
 
 
 
 
 

Databases 

 
 

Association 
 

Modelling 
 

Computation 

Computational  
recommandation 

 
 
 
 
 
 
 
 
 
 

Patient  
related data 

PublicHealth 

Patient 

Tissue, organ 

Cell 

Molecule 

PublicHealth 

Patient 

Tissue, organ 

Cell 

Molecule 

S. Norager 
Y. Paindaveine 
DG- INFSO 
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First successes (2005-2010) 

Grid 
 computing 
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Enabling Grids for E-sciencE 

WISDOM In silico 
 Drug Discovery 

• Goal: find new drugs for neglected and 
emerging diseases 

• Neglected diseases lack R&D 

• Emerging diseases require very rapid response time 

• Need for an optimized environment 

• To achieve production in a limited time 

• To optimize performances 

• Method: grid-enabled virtual docking 

• Cheaper than in vitro tests 

• Faster than in vitro tests 

09:12:08 
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WISDOM, a highly successful drug 
discovery initiative on grids  

2005 2006 2007 2008 

Wisdom-I 
Malaria  

Plasmepsin 

DataChallenge 
Avian Flu 

Neuraminidase 

Wisdom-II 
Malaria  
4 targets 

DataChallenge 
Diabetes 

Alpha-amylase, 
maltase 

EGEE, Auvergrid, 
TwGrid, EELA,  
EuChina, OSG 

EuMedGrid  

GRIDS 

Embrace 
EGEE 

BioInfoGrid 

EUROPEAN PROJECTS 

2009 

More than 15 papers in peer-reviewed scientific journals 
5 patents on potential drugs against diabetes, malaria and SARS 

9 

2010 2011 2012 2013 2014 

INSTITUTES 

SCAI, CNU, Academica 
Sinica of Taiwan, ITB, 

Unimo Univ,, LPC, CMBA 
,CERN-Arda, Healthgrid, 

KISTI 
 

New infrastructures and tools 
(Cloud, Supercomputers) 

Performance optimization 

New scientific applications 

SARS 
3C proteases 
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What made WISDOM successful? 

• The support of all grid 
infrastructures 
– As much CPU as needed: one 

century of CPU time as early as 
2005  

• The WISDOM Production 
Environment (Jean Salzemann) 
– First generation platform to push 

jobs on the grid 

• The interest of Doman Kim  and 
his team at Chonnam National 
University for testing in vitro the 
compounds selected in silico   

09:12:08 
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Grid infrastructures and projects 
contributing to WISDOM 

: EC funded grid infrastructure : EC funded grid project 

EELA 

EUMedGrid EUChinaGrid 

: Regional/national grid infrastructure 

Auvergrid EGEE 

TWGrid 

EMBRACE BioinfoGrid 

SHARE 

OSG 

Digital 
Ribbon 

: US grid project 

09:12:08 
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An unprecedented deployment on 
grid infrastructures  

WISDOM received invaluable support from BioSolveIT, who has provided 
more than 3,000 free licenses for their commercial docking program 

FlexX.  

80,000/hour Throughput of the experience 

27 Number of countries giving computers 

1.6 TB Volume of data produced 

> 3000 Maximum number of computers  

>400 years Estimated duration on 1 PC 

2 months Duration of the experience 

> 150 million Number of docked compounds 

RESULTS ALREADY ACHIEVED IN 2009 
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WISDOM: achievements and 
limitations 

What worked What failed 

In silico discovery of new active 
compounds against malaria, diabetes and 
SARS 

Successful deployment of a virtual 
screening service 

International deployment Adoption by pharma  

Grid added value Grid limitations 

Very large scale deployment : > 1 
millenium of computation over 5 years 

Security issues 
 

Grid fault tolerance (>30% failure rate) 

Grid infrastructures are excellent environments for in silico drug 
discovery but pharmaceutical laboratories are too concerned by IP 

issues to ever use them 
09:12:08 
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Grid usage on the plateau of 
maturity (2010 -) 

Grids had already disappeared from Gardner hype cycle for emerging technologies in 2009  

Cloud computing 

09:12:08 
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What did change around 2010 (from a 
user point of view)? 

Positive Negative 

Grid infrastructure became 
production quality for LHC data 
analysis 

Pressure on resources 
considerably increased 

Emergence of platforms hiding 
grid limitations 

- in terms of failure rate 
- in terms of information 
systems 

 

Emergence of web portals hiding 
grid complexity 
      - no need for a certificate 
      - “transparent” grid usage 

Security ? 

09:12:08 
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The winning strategy for grid users: pilot 
agent platforms 

Submit   pilot agent 

Send    task 

Grid/cloud environment  

Pilot-agent platform 

Agent Manager Task Manager 

Pilot agent Pilot agent 

Pilot agent 

Pull user    task 

 - Users submit their 
docking tasks to a central 
pool 
 - Pilot jobs are submitted 
to the grid and pull user 
tasks from the central 
pool 
 - Tasks in central pool 
are pulled according to a 
scheduling policy 
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DIRAC 

• A pilot agent platform developed for LHCb, 
now widely adopted 

 

09:12:08 
17 



The France Grilles DIRAC service 

• Hosted by the 
CC/IN2P3 

• Distributed 
administrator team  

– 5 participating 
universities 

• 18 VOs, ~100 
registered users 

• In production since 
May 2012 

– > 7 millions jobs  
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How is the grid used today? 

• Access to resources 

– Dedicated Virtual Organizations providing their 
own resources 

• We-NMR for structural biology 

• N4U for neurosciences 

– catch-all Virtual Organizations for all life sciences 
with opportunistic usage 

• International: Biomed Virtual Organization 

• User friendly user interfaces 

– Science gateways with hundreds of users 

– Pilot agent platforms integrated into the gateways 

 

 

 

Virtual Organization = dynamic set  
of individuals or institutions defined  
around a set of resource-sharing  
rules and conditions  
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Opportunistic usage is still 
dominant 

Credit: http://lsgc.org 

Distribution of the normalized CPU-time per Virtual Organization 
 in the life sciences  

Biomed 
Opportunistic 
usage 

eNMR.eu 
NMR resource  
centres 

Dutch biomedical 
Virtual Organization  

Other 
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WeNMR VRC (Sept. 2013) 

• Largest VO in the life sciences 

• > 575 registered users (35% outside EU) 

• ~ 90 000 CPU cores via EGI resources 

• > 4.7M CPU hours over the  last 12 months 

• > 1.8 million jobs over the last 12 months 

• User-friendly access to Grid via web portals 

 

www.wenmr.eu 

NMR                                               SAXS   

Credit: A.J. Bonvin 09:12:08 
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Output from users of the gateway  

68 publications since 2011 acknowledging 

WeNMR (or eNMR) 

Application of WeNMR services  

     = collaborations between WeNMR staff and users 

Methods 
development 

47% 

Application of 
WeNMR 
Services 

31% 

Users only 
22% 

Credit: A.J. Bonvin 09:12:08 
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Web portal 

Users 

479 registered users in Nov 2013 (175 in France) 

Most used robot certificate in EGI (http://go.egi.eu/wiki.robot.users) 

Neuro-image analysis Cancer therapy simulation 

Prostate radiotherapy  plan simulated  
with GATE(L. Grevillot and  D. Sarrut) 

Image simulation 

Echocardiography simulated with  
FIELD-II (O. Bernard et al) 

Modeling and optimization of 
distributed computing systems 

Acceleration yielded by non-clairvoyant 
task replication (R. Ferreira da Silva et al) 

Brain tissue segmentation 
with Freesurfer 

Scientific applications 

 
 
  
 
 
 
 
 
 

Infrastructure 

Supported by EGI Infrastructure 
Uses biomed VO (most used EGI VO for life sciences in 2013) 
VIP accounts for ~25% of biomed's activity 
VIP consumes ~50 CPU years every month 
  
 
 
 
 
 
 

DIRAC 

France-Grilles 

Application as a service  
File transfer to/from grid  
 
 
 
 
 
 
 

Virtual Imaging Platform 
http://www.creatis.insa-lyon.fr/vip 

09:12:08 
23 

http://go.egi.eu/wiki.robot.users
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip


MSDA portal for Mass Spectrometry 
data analysis  

Credit: C. Carapito et al 09:12:08 
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https://msda.unistra.fr 

C. Carapito et al, to be published in Proteomics 2014  

Grid performances 

Processing times of four typical shotgun 
proteomics datasets using a local laboratory 

computer versus grid computing on EGI 
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On the plateau of maturity: working on  
EGI takes from zero to three steps 

• Get a certificate from a national Certificate Authority 
– Step not needed if you access the grid through a scientific 

gateway 

• Learn how to use a platform (DIRAC) 
– Step not needed if you access the grid through a scientific 

gateway 

• Access services like FG-Dirac or EGI-DIRAC 
– Open to the “long tail” of science 

– Not needed if you access the grid through a scientific 
gateway 
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Maturity: truly multidisciplinary 

Owners of certificates delivered by the French Certificate authority in the last 12 months 
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5 1 1 

218 
54 

9 1 5 9 11 15 13 11 

755 

99 50 
9 

23 

1

10

100

1000

Over 1200 scientific publications co-signed by French researchers 
june 2010 – April 2014 

 
 
 

Maturity: very significant  
scientific production  
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What about molecular biology? 

• Early 
involvement 

• Limited impact 

– Technical issues 

– Political issues 

• Some success 
stories 
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Genome Wide Haplotype analyses of human 
complex diseases  with the EGEE grid 

• Goal: study the impact of DNA 
mutations on human coronary diseases 

• Very CPU demanding analysis to study 
the impact of correlated (double, triple) 
DNA mutations  

• Deployment on EGEE Grid 
– 1926 CAD (Coronary Artery Diseases) 

patients & 2938 healthy controls 
– 378,000 SNPs (Single Nucleon 

Polymorphisms = local DNA mutations) 
– 8.1 millions of combinations tested in 

less than 45 days (instead of more than 
10 years on a single Pentium 4) 

• Results published in Nature Genetics 
March 2009 (D. Tregouet et al) 
– Major role of mutations on chromosome 

6 was confirmed 
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Summary 

Scientific subdiscipline Achievements Limitations 

Structural biology 100s of users through 
scientific gateways  

Grid operational cost 

Drug discovery Large scale deployment of 
docking computations 

IP issues have stopped 
adoption  

Medical imaging 
(simulation) 

100s of users through 
scientific gateways 

Grid operational cost 

Neurosciences Emergence of grid-enabled 
scientific gateways 

Protection of medical data 
– grid operational cost 

Molecular biology - 
bioinformatics 

Limited adoption Grid middleware OS – Data 
management – grid 
operational cost - RAM 

Cloud computing provides new opportunities (flexibility,  reduced operational cost) 
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Conclusion of session II 

• Grid computing has allowed building a truly 
multidisciplinary distributed IT infrastructure 

– Life sciences have benefitted and are benefitting 
from it 

– Human network across scientific disciplines 

• Cloud computing allows extending the grid 
functionalities 

– Life sciences will benefit even more 
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