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Clouds in biomedical sciences
Part Ill — clouds in biosciences

Vincent Breton
July 28t 2014
Enrico Fermi school of physics
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e Generalities

* Deployment of life science applications on
public clouds

 “De novo” deployment deployment of
scientific applications on academic clouds

* Pilot jobs platform help hiding technical
difficulties

— examples
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)Summary of grid adoption in life science
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Institut des Grilles
ct du cloud du CNRS

Structural biology 100s of users through
scientific gateways

Drug discovery Large scale deployment of
docking computations

Medical imaging 100s of users through
(simulation) scientific gateways
Neurosciences Emergence of grid-enabled

scientific gateways

Molecular biology - Limited adoption
bioinformatics

Grid operational cost

IP issues have stopped
adoption

Grid operational cost

Protection of medical data
— grid operational cost

Grid middleware OS — Data
management — grid
operational cost

‘ Cloud computing provides new opportunities (flexibility, reduced operational cost)
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| % The prom%)es of cloud computmg

 Public clouds

— No cost to operate IT infrastructure: only pay what
you use

— Computing capacity on demand
* Unbound resources

— Flexibility to upload favorite Operating System
* Academic (private) clouds

— Reduced cost to operate IT infrastructure (compared
to grid)

— Flexibility to upload favorite Operating System
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Consumer 20 Printing
expectations amification
A BigData We;rablelLrseErlnte;r’r:aces |
Matural-Language Question Answering pmplex-cveniFTotessing
Internet of Things Content Analylics
Speech-lo-Speech Translation
Mobile Robots Vinual Assistants
3D Scanners
Meurpbusiness
Biochips
Autonomous Vehiclas

Prescriptive Analytics

Affective Computing

Electrovibration

Yolumetric and Holographic Displays

Human Augmentation
Brain-Computer Inter ace
30 Bioprinting

Quantum Computing

Cluantified Self

Augmented Reality

Mobile Health Manito
NFC

Mesh Metworks: Sensor

In-Memory Dalabase Management Systems

Kachine-to-Machine Communication Senvices

fing

Cloud computing

1—A::t|-.-'|ﬁ.r Sireams
Geasture Cantral

In-Memory Analyiics

Institut des Grilles
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According to 2013 Gartner
hype curve, cloud computing
hype is decreasing, but the
technology is not mature yet

Fredictive Analytics
Speech Recognition

LocationInfelligence
Consumer Telematics

Biametric Authentication Methods
30D Printing

Smart Dust Virual Realty
Bicacoustic 5ensing
Asof July 2013
; Peak of
Innovation Trough of ‘ Plateau of
Trigger Ex:}ﬂ:ﬂtﬁi“ Disillusionment Slope of Enlightenment Productivity
time v
Plateau will be reached in: obsolete
Clessthan 2years ©2toSyears @ 5to 10 years A morethan 10 years @ before plateau
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* French state put all r- .
cloud money in
industry

Federation of g

. 1000< < 10000

academic clouds 37,
started in 2012

| B Q
— OpenNebula O
— StratusLab
Q)Production
— OpenStack e
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community in 2014 is very hard to assess

* Everything is now renamed cloud computing
— Cluster computing
— Grid computing

 Three scenarii:

— Deployment of scientific applications on public clouds
(Amazon)

— De novo deployment of scientific applications on
academic clouds

— Migration to academic clouds of grid applications
deployed using pilot agent platforms



Depldyment of life‘science applications |~ g

on public clouds oae |
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* Only a few research groups are using public
clouds in France

— Academic Research funding model is hardly
compatible with credit card payment for
computing capacity

* Feedback is not very positive

— Public clouds perceived as expensive compared to
academic clusters/grids
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* Eoulsan is an analysis fasto P
workflow of RNA-sequences

* Three steps:
— Data upload (upload step) | I

Next Generation Sequencing reads

- R_ead mapping and filtering Reads filtering | | Index creation
(filtermap step) . !
— Transcript abundance Mapping
estimation (expression step) ,
* Distributed calculations to Alignments filtering
speed up analysis .
— Parallelisation using Hadoop Expression estimation

Normalization
|

Differential analysis

09:15:44 Jourdren (2012) BioinformaticsCredit: Stéphane Le Crom
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5o(ul?sz¥f4conc(’(@n: Grid performances better
/ than Amazon Web Service

 Comparison of Eoulsan
running times (in minutes)
between grid and Amazon
cloud (AWS) for each
analysis step

V4

Y /
Institut des Grilles
ct du cloud du CNRS

Amazon Web Services (AWS)

Simple Storage

Service (S3) Elastic Compute Cloud (EC2)
1. Startup

2. Upload, -
>

5. Download

6. Shutdow
PN \_}

— Human data A Waomng  (Acauato

— 888 Million reads — | =
corresponding to 88Gb data
* Conclusion: migration to EGI hd
Of the pipeline analySiS Local computerressources
Upload filtermap expression Total

Standalone 154 1,146 4 1,304

Grid 53 388 2.5 467

AWS 80 810 64 1,120

09:15:44

Succes days, November 2013

http:/transcriptome.ens.fr/eoulsan/
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* Google Drive offer (<> external hard disk): 1S per
TeraOctet per month !

* Storage offers on commercial clouds: = 300KS/PO/yr

— Amazon S3%2and Google3 almost equivalent: = 30S per
TeraOctet per month

— Additional cost: billing of requests and data transfers

* Amazon S3: 0,1 S per GOctet of data transfered from S3 to internet
(100KS/PO)

* Google: = 0,2 S per GOctet of data transfered from S3 to internet
(200KS/PO)

1. valid for 300 Toctets and above
2: http://aws.amazon.com/fr/s3/pricing/
3: https://cloud.google.com/products/cloud-storage/#pricing




( “De nove deployment of scigntitic

% applications on academic clouds

e Ecclesiastes 1:9* The thing that hath been, it
is that which shall be; and that which is done
is that which shall be done: and there is no

new thing under the sun.




- Example: the e-Biothen O
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DECRYPTHON

* Telethon: every year, fund raising by
french media for French Muscular
Distrophy Association (AFM)

* From Telethon to Decrypthon

— Computing infrastructure (IBM)
— Research projects (CNRS)
— Human resources (AFM)

* From Decrypthon to E-Biothon

09:15:44
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> “E-Bigthoh: infrastructure

e 2 Blue Gene/P IBM racks
with 200 TO storage
— 2x1024 4-core nodes

— up to 28 TFlops peak
performance

* SysFera-DS web access
to computing resources

e 2 modes:
— Standard (MPI)

— HTC (1024 independent
tasks in parallel)
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the user communities in life sciences

e 2013-2014: first 3 projects

— Jean-Francois Gibrat et al, (MIGALE
platform, INRA Jouy-en-Josas)

— Olivier Gascuel, Stéphane Guindon et &84

Vincent Lefort (CNRS Montpellier)

— Yec’han Laizet, Philippe Chaumeil,
Jean-Marc Frigerio, Stéphanie
Mariette, Sophie Gerber, Alain Franc
(INRA BioGeCo — Bordeaux)

* >2014: open call for projects (IFB)

09:15:44




§W’i”8‘ﬂ@§ synteny over a wide

range of microbial genomes

* Definition: similar blocks of genes in the same relative positions in
the genome

co-localisation

m
I-J-___

co-localisation

* Interest: Study of synteny can show how the genome is cut and
pasted in the course of evolution

* MIGALE team at INRA designed a pipeline analysis to compute
synteny between 2 genomes and store it in a database

* E-Biothon impact: change in scale - capacity to compute synteny
between 2000 complete bacterial genomes (7 millions comparisons)




Phylogeny.fr / 7
Robust Phylogenetic Analysis For The Non-Specialist P o
@, )

6%
Philogenetics is the study of evolutionary reIationsh%ps
among groups of organisms

PhyML is a software that estimates maximum likelihood
phylogenies from alignments of nucleotide or amino acid
sequences

PhyML original publication in 2007 is the most cited in
environment and ecology (> 6000 citations).

e-Biothon impact: change in scale in the resources made
available to PhyML users
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Extraction,
Amplification,
Séquencage
ADN

Cellule

, Characterizing biodiversity g

ACGTGTGCTATp Guercus petrass
ACGCGTGCTATI Guercus robur
ACGT -- GCTATP Guercus pubescens
ACGCAGTCTATP Guercus cocines



Table 105 spefg:imen x lﬂibases

Alignmlents

—— A variety of
possibilities

=4

W

Phylogenies

Pairwise distances

e,

e Meat” A W, o~ T

According to botanic theory,
biodiversity is organized in
species, genders, families, orders:
is it confirmed in the distance

between sequences?

i —

L.____.-‘"' 5.“"““-_"-.
Clustering Dimension reduction
Pattern recognition
—- |
OTU -
Graphs

blue -> Mimosocideae

lightblue -= Lecythidaceae

cyan -= Chrysobalanaceae

green -> Annonaceae

lightgreen -> Caesalpinioideaes

yellow -= Myrtaceae

orange -=> Elasocarpaceae

magenta -> Apocynaceae

salmon -> Burseraceae

red -= Malvaceae

~ 100

0i

ndividus

- : @



Study of hiodiversity in Guyane

IDGC

Institut des Grilles
ct du cloud du CNRS

16000 different tree species in amazonian
forest (= 300 in Europe)

More biodiversity in 10000 m? of forest in
French Guyana than in Europe

E-Biothon added value

- Change in scale (from local Mesocenter in
Bordeaux)

- Millions of reads

- Exact distance computation without
heuristics (alignement scores)

09:15:44 Credit: Alain Franc et Yec’hran Laizet
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* Grid middleware and computing resources do
not optimally fit the core needs of molecular
biology

— Genome assembly from Next Generation
Sequencing raw data requires both RAM and large
disk storage

— Bioinformatics analysis requires much more
flexibility than current grid infrastructures
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L molecular biology

* France Genomique: an infrastructure to
strengthen french capacities for High Throughput
genomics

— Central resource: HPC computing and storage
resources @ TGCC (CEA)

* |Institut Francais de Bioinformatique: an
infrastructure for the management and analysis
of biological data

— Central resource: academic cloud @ IDRIS

— French node of ELIXIR, the European Research
Infrastructure for Molecular Biology

(&

Y A /
IDGC |
Institut des Grilles

cloud du CNRS
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 Computing resources

— 180 bi processors nodes (Intel Sandy Bridge E5-
2680, 2.7 GHz, 8 cores) with 128 Go memory per
node, equivalent to 2.880 cores (Bull)

— 2 very large memory systems Bullx S6410 systems
with 2 To memory

e Storage resources: 5 Po including 2 Po on disk
— Hierarchical storage system Lustre + IBM HPSS



)(ﬁ\* 0“0 H O &
’/ ~Institut Frangais de Bioinformatique

& BLast R
Fasta | OMSSA

Development of an academic
cloud dedicated to the

management and analysis of P
molecular biology data P e’
— 10.000 cores =P+ J
— 1PO storage i

* Cloud stack: Stratuslab LIQ:@ ,:m.c.:gv ‘@]

(OpenNebula)
— Successful prototyping at IBCP

* Testing started early 2014

B eno
s PDB
(A PROSITE.

09:15:44




D \mg&r/ét‘ion%iDscie’r@f(leat\ewgls from

grids to clouds

* Pilot agent platforms hide the technological
step USER Communities

Resources

09:15:44 Credit: Vanessa Hamar
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Institut des Grilles
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. VM Configuration
N Interface Interface

Configuration Server (VM part)
. RunningPods ‘ [ Cloud End-points |
: imamm==m==a=== = =as=s=n=¥ Cloyd End-points
» DIRAC Image DIRAC Images

VM Scheduler
VM Launcher

VM Manager
( VM Status Manager )

Image Context Manager

OpenNebula OpenStack CloudStack
Contextualized Contextualized Ad-hoc
Image Driver Image Driver Image Driver

. ! .
v v v

‘ OCCI 0.8 H Nova 1.1 H CloudStack 2 ‘

DIRAC Driver DIRAC Driver DIRAC Driver

OpenStack
CC.IN2P3.fr

OpenNebula
PIC.es

CloudStack
USC.es

09:15:44

Credit: Vanessa Hamar
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as a Service
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HTC Problems
(Large amounts of computing
power for lengthy period)

Application
Client

Application S g Application
Client o, Client

Web Service Interface

HTCaaS Server

User Data
Manager

R —

Job Manager Credit: SOOhWOOk Hwang

Agent Manager

Agent
Submission
Unified Interface

Job Queue

&
£d & & &
S
RSN
Grids : s A Cloud Desktop Grids
Supercomputers

' ' Korea Institute of
09:15:44 l B science and Technology Information
_. wiwwikistisreskr




PLSTy Partnership-& Lead I@orthe@ti ide
P Relrthership § Ledders Yy

Supercomputing Infrastructure

= Consortium of 14 HPC Computing Centers in Korea

= ~100 TF computing capacity by combining 17 computing resources at 9
partner sites over a dedicated high-performance network

S )
Ki ® Korea Institute of
Wk

09:15:44

I Science and Technology Information
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) % ‘/Ffllotjob based’High T‘h?o%put Co pu@ng(HTC)

Environment running on top of PLSI

Institut des Grilles
ct du cloud du CNRS

/New Drug Discovery\

gene g helix

HTCaaS server
automatically produce
a large amount of
independent jobs

Web Service Interface for Clients
Pluggable Resource Interface

Supercomputers
(PLSI)

K ST' Korea Institute of
I l Science and Technology Information

wiwwikistisreckr

09:15: 44
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¢ Virtual Screening using Molecular Docking

= Autodock3/4, a suite of automated docking tools

» perform the docking of ligands to a set of target proteins to
discover new drugs for several serious diseases such as

Institut des Grilles
ct du cloud du CNRS

SARS or Malaria

Protein preparation
S R . Number of | Meta Job
. op.s code Ligand ligand D Gene | Protein
Protein + Inhibitor Cloning | Expression
11455 125
- 39533 123
S e 47027 126
embndge
% 1 Neuraminidase 3B 66141 127 o 0
g N1 68880 128
s 75099 129
Protein Natural compounds | 2720 124
+ w—> o | e f s [ comomas | e [ w0 [0 | o
Potential |nh|b|tors ~ Natural compounds | 2665
i Human
N, P ,(:-' % 3 intestinal 20MJ Carbohydrate 14473 (0] 0
L, ' ‘& maltase
» ‘,.' a ' # { Marine Compounds 6154
Y . % 3BPF | Natural compounds 2720 130
r*i‘ N
;,wz v Future drug ? et o Corboliydeate | RIS a
" : - Nalacia 0 0
Lyve | Marine compounds | 6154 2%
Natural compounds 2665 6

KiSTH

® Korea Institute of
I Science and Technology Information
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* Grid computing has allowed building a truly
multidisciplinary distributed IT infrastructure

* Cloud computing allows extending the grid
functionalities
— Life sciences will benefit even more
— Public cloud prices and performances are not so appealing

— Still a long way to the plateau of maturity for academic
clouds

— Pilot agent platforms allow a smooth transition from grids
to clouds for users

* Use of HPC resources through pilot agent platforms for High
Throughput Computing
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Clouds in biomedical sciences
Part IV — entering a new world

Vincent Breton
July 28t 2014
Enrico Fermi school of physics
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e Welcome to a new world

e Learn from history to prepare future: an
introduction to Big Data

* What | do of my spare time...



| 5 ( A'rew warld beyord’the standard

model

* For more than 30 years, validation of the
standard model

— Electroweak physics at LEP
— Top quark discovery at TEVATRON
— Higgs Boson discovery at LHC

 New exploratory phase beyond the standard
model

— Where is the new physics?
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A new world W|th ut I\/Ioore S law
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Moore’s law does not apply any more to storage
capacities... nor to sequencing data production

Historical Cost of Computer Memory and Storage
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(lttakesmany yéarsfrom hypeto

production quality

Gartner Emerging Technologies Hype Cycle 2002

Key: Time 10 "Plateau”

Visibllity

A

Buemetrics QO Less than two years
© Twoto five years
® Fiveto 10 years

® Beyond 10 years

Naturaldanguage
saarch

Identity servicas

Web sarvices

Virtual
Personal dgital Wirelass private
Nanccomputing assistant phones Text4o- LANS/E02.11 networks

E-tags
“+— Speeach recogniton in call
canters

-

Perscnal Vouce over IP
fuel cells WAP/ ‘\ 3l
Wirelass ™ '\'\’wlc kay Infrastructure

+
Web Locaton \ E-payments
sensing  Speech recognition on deskicps

09:21:00
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Institut des Grilles
ct du cloud du CNRS

A long way to
cloud
maturity

Grid peak of
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Gardner ype curve for 2013

Consumer 2D Printing -
expectations amification

A ig Data Wearable User Interfaces

Matural-Language Questid Complex-EventProcessing
In1ernetnfTh|ng5 Content Analylics
Speech-lo-Speech Translation In-Memery Database Management Systems

Mobile Robots Virual Assistants
D Scanners

Meurobusiness
Biochips
Autanomous Vehicles

Grid computing has reached

Augmented Reality
Kachine-to-Machine Communication Senvices

Mobile Health Manitaring
NFC

Dy Mesh Metwoarks: Sensor

Frescriptive Analytics

Affective Computing

Electrovibration

Volumetric and Holographic Displays

Human Augmentation
Brain-Computer Inter ace
3D Bioprinting

Predictive Analylics
Speech Recognition

Locationinfelligence
Consurmer Telematics

. Biometric Authentication Mathods
Cloud computing 3D Printing

"L Achvity Streams
Gesture Confrol
In-Memaory Analytics
Virual Reality

Quanturm Computing &

Smart Dust
Binacoustic Sensing J
Asof July 2013
Innovation Peak of Trough of Plateau of
. Inflated Slope of Enlightenment
Trigger Expectations Disillusionment Productivity
time v
Plateau will be reached in: obsolete

Olessthan 2years ©2toS5years @ 5to 10 years A morethan 10 years @ before plateau
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| , Learning from histery to build the

future

 The greatest achievement of grids is not the
capacity it has built

— Obsolescence in three years for the hardware

— Obsolescence of the grid middleware

* The greatest achievement are the human
networks it has created

— Fantastic human adventure

09:21:00
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Book (1087)

 Manuscript record of the great survey, completed in 1086 on orders
of William the Conqueror

«While spending the Christmas time of 1085 in Gloucester, William had deep speech with his counsellors and
sent men all over England to each shire to find out what or how much each landholder had in land and
livestock, and what it was worth» Anglo-Saxon chronicle

* Absolute authority to define property rights since Middle Age

for as the sentence of that strict and terrible last account cannot be evaded by any skilful subterfuge, so

when this book is appealed to ... its sentence cannot be quashed or set aside with impunity. That is why we
have called the book "the Book of Judgement' ... because its decisions, like those of the Last Judgement, are
unalterable. Richard Fitzneal, Dialogus de Scaccario, 1179

09:21:00 Credit: Genevieve Bell, keynote talk @ SuperComputing 20 3@
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e Data collection

— Every shire visited by a group of royal officers
(1085-1086)

— The unit of inquiry was the Hundred (a
subdivision of the county)

* Data veracity

— return for each Hundred was sworn to by twelve
local jurors, half of them English and half of them

Normans.

e Data analysis
— names of the new holders of lands and
assessments on which their tax was to be
paid
— national valuation list, estimating the annual
value of all the land in the country

09:21:00

Institut des Grilles
ct du cloud du CNRS

T Quprsant.

i ’”wfm\{x} Semersrnen. Lubomduc s, fg 0. O T o bk T

3 2 - ol ad l\n
s De .as.«r.» ' A e
b e o A QV:‘:?;:‘ T.?-:.‘:' il 7 vk iy

e R SR
A . rhnﬂdg_...' d‘ A E wodci-s, lerwa To wilin
“l | ‘:1': ”'u'f: u.'".x v 0 2 . Vul  , ot et
' jop Dol v m.,‘liﬂ o blacsase 'lt-“’--\ %Au-!" m L«nvd,:z.:u
SRR ae! I SR fure s 97 . farut. Ty 7 g o F unacin
k ”“‘?';LE‘ gl e g '{s‘-&a e Ve e :::.f;m.
o 4 ~-|.._' o L am S o
BBl des? "u,....‘ U o At
u‘hn; ko B8 G5 o
o Noekls 4t {sisoddy,

Wﬁu\kwfﬂl’-mkrv_‘ew H
76:4-»»\ O Y A o e
T oo, & w0 a7 1 wnpmes BT s comy

‘Q.nw- y

t‘u.
<

A *vv_..w

- ol
-ul(ml R =
S"“ & 1A S e ey

& n
bk (b o
\m:m‘-;,;‘sm \....uur:

R -I < Ve
b R -th.’.qdﬂbn-‘u.{[j' i,
1 \J-ﬂ‘ut -M.'hé-ﬂdkwﬁ LE
N A e L{l’nhl lmusw&u(
] I-‘:m :‘)-stuuu R i nu?i

hu..f- e, il o G4 (.....,..

> TR eS8 o' Oy .58 on e s Bamuatleh
" e, ;‘ﬁiﬁ.L« /. haangiich oo o pspdntat o fos
& u bl T o Pl
A D qahm. b S Sl o B
b o AL g7 - =
: |i|0| » r-‘lm;‘ﬂ .' " Noduw ¢ ”kw.u.w-u--

Crédit: Wikipedia



http://commons.wikimedia.org/wiki/File:Domesday_Book_-_Warwickshire.png

b A ;
. ‘ @,
Big Data issues (11 I)

Institut des Grilles
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* Data presentation
— Properties listed by fiefs
— Properties listed by owner categories
* king's holdings
* holdings of churchmen and religious
houses

* Aristocrats

TERRA Ancmrm CANTVA]E IN WALETONE HVND,

hd Lay men 1. fA‘u{CHIFPs L'mtranc ten in dnio CrozNDENE . T. R E. fe
dcfu P quaL Xx .hid. 7 modo p.xv1. hid 7 una v. Tra é

'7 —
\\ car . In diio funt. 1111, caf . 7 xLvirr . uilli 7 xxv . bord . cu

° i :
Data p rese rvat I O n xxx1111 . car . Ibi zccla. 7 un molin de.v.fol. 7 vrrr. ac pti .« Silua?’

4
de. cc poru

— Preservation in the Royal Treasury in De b ] 6 teh Reftold vix . hid de archiego. Radulf’ 1 . hids.
Westminster till 19th century P ok 7 et e M i,

— Stored at UK National Archives in Kew f:ﬁ: ‘1ft1£~£7,f R s monachoyT.R.E. & det

— 1986: digital version i = ;i 77(]‘? :;”c:: = A {7t

— 2002: access problem to digital version '1‘.11513.7 ;o&,f'Lla_lllit.\’Ifx.liB.Modo.“'xuu.lib.]NBR[XIESTAL’N':H‘D.
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As of 2011, the global size of By 2014, it's anticipated
data in healthcare was there will be
estimated to be ION

It's estimated that

2.5 QUINTILLION BYTES

40 ZETTABYTES

of data will be created by

of data are created each day

LHC | FOURV's
experime | of Big
nts GBS Data

From traffic patterns and music downloads to web Pl

history and medical records, data is recorded, are shared on Facebook

d, and analyzed to ena log
Most companies in the Y every month

g e predy and services that the world relies on every day

But what exactly is big data, and how can these n 0.0
100 TERABYTES massive amounts of data be L  £]
of data stored As a leader in the sector, IBM data scientists

data into four dimensions: Volume,
Velocity, Variety and Veracity

The New York Stock Exchange - Moder cars have close to Depending on the industry and organization,
captures @ (( 100 SENSORS data encompasses information from multiple
®)) that tor it h as internal and ext s uch as transactions,
1 TB OF TRADE ( \ ( at monitor items such as . T —

fuel level and tire pressure social media, ef Se nt, sensors and
AOMATION i) riukagindy they use to make decisions
ach trading session 2 ata

are sent per day by abou!
million monthly active users

Poor data quality ce
economy around

adapt their products and services to better meet

Molecular
biology

UNCERTAINTY data are
OF DATA

o e bugged

how much of their data was
Inaccurate

customer needs, optimize operations anc

infrastructure, and find new sources of revenue.

=
LHC Velocity s

1 ANALYSIS OF 4.4 MILLION ITJOBS
eX p e rl m e sTREAMl"G DATA will be created globally to su

with 1.9 million in the Un

YYY YYNYYYYY
sz QORRRRRRREE

Sources: McKinsey Giobal lastitute, Twitter, Cisco, Gartner, EMC, SAS, IBM, MEPTEC, QAS
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(Da&’e volyimes: the example
metagenomics

Metagenomics is the study of genetic material
recovered directly from environmental
samples.

i« ]
IDGC

| llL[d ( I

Evolution of sequencing techniques

Sanger technology 500 base pairs (bp)

454 technology 10° 400-600 bp reads Smallest non viral
lllumina Technology 10°100 bp reads genome: Carsonella
TARA project 107 100-400 bp reads ruddii (0,16Mbp)

~-

' . / &

- MARS 2012
.

Largest genome: Polychaos
dubium (670Gbp)




@} ‘per Genome is decredsing fasterthan:
Moore’s law

Insmut des Grilles
cloud du CNRS

Moore's Law

National Human Genome
Research Institute

genome.gov/sequencingcosts

$1K

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
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jﬁ(z(n/s\\e(%u/(’ence: %@2500 @%@neratid@Sed@ncing

machines in 900+ research centers in the world

[—

F-*/a”?
IDGC

]
N
Kalaallit
hd Nunaat
(Greenland)
+
1
North
WC Atlantic
Ocean
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Pery. (Brazil)
(Peru)
Bolivia 13
South Chile 19
Pacific ~
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W Argenting

Suomi
{Finland)
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(Ukraine)

sl {Iran)

(Rigerie) (_iya) (€474
Mali Niger 'yl .o
Tehad
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T nia
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Atlantic /
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Institut des Grilles
ct du cloud du CNRS

Plan | Satellite
|
PoccuA
(Russia)
3AKCTaH
"ﬁzalﬁrﬁ;(an} Mowron ¥nc
g {Mongolia)
mE 36 No
sl (China) e
ol /| (Afghanistan) s

[V A

{Pakistan)

Uizinaly
{Theiand

? @

| j
Ne'm"

Zealgn'du', >

Indonesia Papua New
Guinea

.l
'
Indian i
Ocean Australia 1
P 37 1
L |
| |
19 26 ;
|
'
|
|

> 60PB per year

Source: omicspmaps.com
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)me to Auvergne,
1e heart of France

1,35 Million inhabitants .
26013 km? z

# AUUERGNE

la rr':lmn Ju eL B
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(oAuvergne atthe’heartd o) (g
Uranium production in France |

Institut des Grilles
ct du cloud du CNRS

D)

Map of uranium mines in

1949: first attempt to extract uranium ore in France in T —.
Lachaux (Auvergne) SEmae [0
In 50 years: T o I )%
- 53 Million tons extracted in France till 2001 L e X > ”
- 76000 tons of uranium ore produced in > 200 mines

=0t Le code couleur renseigne sur la masse
>0t-50t d'uranium métal produite & partir du
@ >50t-100t minerai extrait des mines concernées

1 557 |et non pas sur le tonnage du minerai).

t- t

®> En France, pour produire 1 tonne d'uranium,
@ >500t-1000t il @ follu extraire, en mayenne,

@®>1000t-10000t 1400 tannes de mineroi :
@ -10000¢t (stériles uraniféres non compris).

Information manquante

09:21:00




@T(U?a&lfc’ang fé@ Ecoldgical Research dedicatec

to life under natural ionizing radiation

((“‘ 4

e Society in uranium rich territories

— Social impact of uranium extraction
JER n , — Preserving the long term memory
Natural radioactivity e  Chagracterization, behavior and
transfer of radionucleids

— long term future of radionucleids in
storage sites

* Impact of radiation on living systems

Storage sites OfUﬁznium — Multigenerational effects of chronic
ore extraction resiaues exposu re to radlatlon

21\ wteliers



@%ﬁct of chronic éxpésire to low dose

ionizing radiation on living organisms

Institut des Grilles
ct du cloud du CNRS

* From the Chernobyl environment, a
coherent picture of predictable radiation-
induced effects for low-dose-rate
exposures has not emerged

|

— Contradictory experimental evidences from Photographs of abnormalities in barn
Chernobyl exclusion zone swallows. (a) Normal phenotype. (b—d)
Partially albinistic plumage. (e) and (f)
* Need to collect more data from Chernobyl Deformed beak. (g) Deformed air sacks. (h)
exclusion zone but also from other and (i) Bent tail feathers.
ecosystems under chronic low dose ' L s &

exposure
— Radioactive water sources

|II

* Point 0: what happens in “total” absence

of radioactivity?
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Zﬁ U strategy

Multidisciplinary long term observation of
selected sites in Auvergne, Massif Central
and Massif Armoricain

Institut des Grilles
ct du clou dd CNRS

é ) é )
e Radionucleid Transfer * Interactions
chemical and
iati retroactions . g
i’pjc'it!OP ( ) between Significant
hnerlijtsagr:ea matter and production of
° Biodiversity ||V|ng systems scientific data
survey J Radionlicleid migiation e Risk evaluation (geography,
. Injcera_c'glon of raqllat|on e Prevention ecology, biology,
with living organisms tools .
: \_ J metagenomics,
\_ ) e Territory ) ]
administration and T —— chemistry, physics,
o responsabilities , social sciences)
Characterization impact
How to make all these data speak to
each other is a huge challenge
09:21:00 @)



oYL o, 9C0 U O e
o Conclusion L

Institut des Grilles

* Grid computing has allowed building a truly
multidisciplinary distributed IT infrastructure

— Greatest achievement: human networks
* Cloud computing allows extending the grid
functionalities
— All sciences will benefit even more
— Still a long way to the plateau of maturity

— Scientific gateways and pilot agent platforms allow a
smooth transition from grids to clouds

* Big Data is the next frontier
— Volume will not be necessarily the most difficult challenge

@)
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efd@day will still be |~ ga
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