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T=0  Bose gases: Elementary excitations

Ground state breaks U(1) symmetry: Goldstone mode -  
no cost to change the global phase of the wave function
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are then studied in detail within a Bogoliubov approach
in Section 3.2.

The knowledge of the the spectrum allows us to cal-
culate in Section 4 the density and spin structure factors.
Such quantities can be measured experimentally also in
the trapped case, being related to the local fluctuations of
the density and of the polarisation.

The case of trapped gases is discussed in Section 5.
First, we address the case where the potentials acting on
the two species are the same (Sec. 5.1). In Section 5.2, we
concentrate on the case of an optical lattice acting only
on one component.

2 Ground state of homogeneous
spinor condensates

We consider a homogeneous spinor condensate whose two
components a and b interact both via s-wave contact in-
teractions and via a coherent coupling. Within the mean-
field framework the system is described by coupled Gross-
Pitaevskii equations for the spinor components Ψa(r, t)
and Ψb(r, t)

i! ∂
∂t
Ψa =

[
−!2∇2

2m
+ Va + ga|Ψa|2 + gab|Ψb|2

]
Ψa +ΩΨb

(1)

i! ∂
∂t
Ψb =

[
−!2∇2

2m
+ Vb + gb|Ψb|2 + gab|Ψa|2

]
Ψb +Ω∗Ψa,

(2)

where m is the atomic mass. The contact interaction
coupling constants are given by gi = 4π!2ai/m, with
i = a, b, ab, where aa and ab are the s-wave scattering
lengths for components a and b, and aab that associated
to the interaction between a and b. The term Ω intro-
duces a coherent coupling between the two components,
which gives rise to phase correlations between the two flu-
ids, in contrast to the density-density correlations coming
from the interspecies interaction gab. Depending on the
physical system, this term can have its origin on either a
two-photon (Raman) process or a direct Rabi coupling be-
tween the components. For the homogeneous system, the
external potentials are Va = Vb = 0, which is the situation
we consider in this article except in Section 5.

Due to the flipping term only the total number of par-
ticles (total density in the uniform system) n = na + nb is
conserved. Thus, the chemical potential µ is the same for
both components and the stationary states evolve as:

Ψσ(t) = e−iµt/!ψσ, σ = a, b. (3)

It is convenient to write the spinor components in terms
of the density nσ and the phase φσ

ψσ =
√

nσeiφσ . (4)

The ground state of the system has been described in ref-
erences [15,16,19,20], but here we revisit it introducing a
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Fig. 1. Different ground states (GS1 and GS2) exhibited by
the two-component spinor system as a function of gab/ḡab. In
solid: ga = gb; in dashed: δg = 0.1g (see text). In dotted:
unstable solutions. In all cases Ω = 0.1 gn.

new convenient notation. The ground state is given by the
values of densities and phases which minimize the energy
per unit volume
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+ 2|Ω| cosφ
√

nanb − µ(na + nb), (5)

where we have introduced the phase φ ≡ φba + φΩ, in
terms of the phase difference φba = φb −φa and the phase
of the Rabi coupling, given by Ω = |Ω|eiφΩ . The configu-
ration with minimum energy corresponds to cosφ = −1.
For Ω real (φΩ = 0,π) this means φba = π for Ω > 0 and
φba = 0 for Ω < 0; for Ω complex, the equilibrium value
of φba is such that it satisfies φba + φΩ = (2n + 1)π with
n ∈ Z. Notice that the condition cosφ = +1 can give rise
to an extremum of the energy [13–15], but it will never
be the global minimum (in fact it is a saddle-point in the
energy landscape).

The equilibrium configuration is then characterised by
the density difference na−nb. The structure of the ground
state is better understood in the symmetric case ga =
gb ≡ g, when the equilibrium solutions must satisfy the
equation

(
g − gab +

|Ω|
√

nanb

)
(na − nb) = 0. (6)

This equation admits the following solutions

(GS1) na − nb = 0; (7)

(GS2) (na − nb)± = ±n

√

1 −
(

2|Ω|
(g − gab)n

)2

, (8)

corresponding to neutral (GS1) and polarised (GS2)
ground states. Introducing the parameter ḡab = g + 2Ω/n
one finds that GS1 (GS2) has the minimum energy pro-
vided gab < ḡab (gab > ḡab). In Figure 1 we report the

⌦(|aiha|+ |bihb|) = ⌦�
x

|⇠i = (|ai � |bi)/
p
2
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Elementary excitations

Ground state breaks U(1) symmetry:  
1. Goldstone mode - coming from no cost to change the global total phase. 

2. A gapped mode - due to the cost of changing the relative phase 

Indeed the system is a single condensate  
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lines in Fig. 1(c). For vanishing interaction between
the particles, ! ¼ 0, this corresponds to resonant Rabi
oscillations of N independent particles. The situation
changes drastically for !> 1 since the F! fixed point
undergoes a supercritical pitchfork bifurcation implying
that F! becomes unstable while two new stable fixed

points F" ¼ ½"
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1$ ð1=!2Þ

p
;!' are formed [Fig. 1(c)].

For our system this implies that a single trajectory around
F! splits up in two distinct trajectories around the new
fixed points F", which are delimited by a separatrix.

For a quantitative experimental study of the bifurcation
phenomenon, we study the temporal mean imbalance for
two fixed initial preparations. In the Rabi regime (!< 1)
initial preparations with " ¼ ! and z ¼ "z0 correspond-
ing to points north or south of the equator (see the inset in
Fig. 2) lead to dynamics with a vanishing temporal mean
population imbalance. This results from the fact that both

preparations share the same trajectory; i.e., no separatrix
exists. This is distinct to the Josephson regime where initial
preparations that are enclosed by the separatrix lead to
different trajectories resulting in nonvanishing mean im-
balances. This is demonstrated quantitatively in Fig. 2,
where the resulting temporal mean imbalances for the
initial preparation points ð"0:454;!Þ are shown. The ex-
perimental data clearly reveal the topological change in the
system’s phase space. It is in quantitative agreement with
the analytical predictions (solid lines) [22] calculated by
using independently measured parameters (see [24]).
To put this bifurcation measurement in a more general

context, we examine the whole phase portrait of the system
for characteristic values of ! across the Rabi to Josephson
transition. The nonlinear interaction # is set by a Feshbach
resonance at 9.1 G [25] and is kept constant for all experi-
ments. Different regimes of ! are explored by changing
the linear coupling strength " adjusted by the intensity of
the radio-frequency radiation. We check the resonant cou-
pling condition by regular reference measurements [24].
The measurement of the dynamics with shot noise limited
precision is feasible in our experiment since we prepare the
initial condition on the quantum mechanical uncertainty
level, i.e., coherent spin states [26]. The initial state prepa-
ration is done in a two-step process. The population im-
balance zðt ¼ 0Þ is controlled by the duration of a short
two-photon pulse applied to the particles in state jai. The
dynamics is initiated by a nonadiabatic change of the

FIG. 2 (color online). Direct observation of the symmetry
breaking in the dynamics due to the bifurcation. Two initial
states symmetric in the upper and lower hemisphere (see the
inset) lead to qualitatively different dynamics in the Rabi and
Josephson regime, respectively. In the Rabi regime both initial
states share the same trajectory around the stable fixed point F!,
and the temporal mean imbalance vanishes in both cases. By
increasing ! exceeding the critical value, a separatrix is formed
and the chosen initial preparations lead to two distinct trajecto-
ries separated by this separatrix. The dynamical modes are
characterized by a nonvanishing mean population imbalance.
The solid line represents the theoretical prediction.

FIG. 1 (color online). Interacting many-particle system as a
model system for bifurcation physics. (a) 87Rb offers two hy-
perfine states jai (blue) and jbi (red) which are linearly coupled
via a two-photon transition with Rabi frequency " and which
allow for adjusting the interparticle interaction # via a Feshbach
resonance. (b) The many-particle state is represented on a
generalized Bloch sphere, and its uncertainty area for our ex-
perimental parameters is shown, revealing that a mean field
description is adequate. Points on the sphere represent popula-
tion difference z (z direction) and relative phase " between the
two internal states in the same spatial mode. (c) Trajectories on
the Bloch sphere below and above the bifurcation value of the
ratio ! ¼ #N=". The typical supercritical pitchfork bifurcation
scenario occurs; i.e., a stable fixed point bifurcates in two new
stable fixed points while the original becomes unstable. The
arrows indicate the direction of flow close to these points.
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Excitations: Hydrodynamics
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Excitations: Bogoliubov modes (GS1 symmetric)
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Excitations: Bogoliubov modes
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STATIC STRUCTURE FACTOR ALONG PHASE 
TRANSITION

S(k) is the Fourier Transform of the density-density correlation function and  
one can write in particular the FLUCTUATIONS IN A REGION as: 

Close to the phase transition the fluctuations in the polarization grow ⇒  
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transition the maximum at finite k will be hidden by the
usual enhancement of the static structure factor for k → 0.

4.1 Density and polarisation fluctuations

The peculiar behavior of the structure factors will show
up in the local density ∆N2 and polarisation ∆M2 fluc-
tuations of the spinor gas. Such fluctuations, which are
nowadays experimentally accessible (see, e.g., [34–41]), are
important quantities characterising a system (for a recent
review in the context of cold gases, see [42]). If R is the
linear size of the spot where the fluctuations are measured
one can approximate the fluctuations as:

∆N2 = n

∫
Sd(k, T )H(k)

dk
(2π)D

≃ NSd(1/R, T ), (42)

∆M2 = n

∫
Ss(k, T )H(k)

dk
(2π)D

≃ NSs(1/R, T ); (43)

with D the dimensionality of the system and H(k) the
Fourier transform of a geometrical factor that depends
on the shape of the probe cell where the measurement
is performed. The last approximate equality [42], where
R is the linear size of the spot, has been recently used
to probe the (density) structure factor of a 2-dimensional
Bose gas [38]. For a spinor gas the local fluctations of the
polarisation can be also used to measure the spin structure
factor.

The behaviour of Ss(0) can be easily understood by
looking at the spin fluctuations. Indeed, if we look at them
at the single-particle level (two level system), we always
find that ∆M2 = ⟨σ2

z⟩ − ⟨σz⟩2 ̸= 0. Since we have the
relation Ss(0) = ∆M2 it follows that the spin structure
factor is gapped. In this sense we can say that the gap
in Ss comes from single-particle coherence.

On the other hand, since the phase transition is due
to spin-density instabilities, as we have already seen from
the susceptibility (Sect. 2), close to the phase transition
the fluctuations of the polarisation, i.e., Ss(0), diverge.
For instance, in the context of Bose-Bose mixtures such
fluctuation enhancement has been very recently observed
in a quenching experiment [43].

5 Trapped two-component spinor condensates

In this section we discuss how the GS1-GS2 picture pre-
sented in Section 2 can be applied to inhomogeneous sys-
tems. We find that local density approximation captures
the main features of the system brought about by the
trapping potentials. Within this approach the equations
describing the ground state of the trapped system can
be found from equations (1) and (2). Neglecting the ki-
netic energy we find by addition and subtraction the two
equations

(
g − gab +

|Ω|
√

nanb

)
(na − nb) = Vb − Va, (44)

(
g + gab −

|Ω|
√

nanb

)
(na + nb) = 2µ − (Vb + Va). (45)

For Va = Vb = 0 we obviously recover the results from
Section 2. To exemplify what happens for Va, Vb ̸= 0, we
consider two situations. In the first one, the trapping is
harmonic and equal for species a and b. In the second
example, instead, one of the components is subject to an
optical lattice potential, which is not directly seen by the
second component. In both cases, numerical solutions of
the full GP equations are provided for comparison.

5.1 Harmonically trapped two-component spinor

Let us consider what happens if there is a spherically sym-
metric external harmonic confinement Vho(r) = mω2r2/2,
which acts in the same way on both spinor components.
We first address this problem within local density ap-
proximation. For Va = Vb, the right-hand side of equa-
tion (44) vanishes, which means that there are two possible
ground states characterised locally by the same solutions
as the homogeneous system, equations (7) and (8). This
allows us to introduce the local critical value ḡab(r) =
g + 2|Ω|/n(r), with n(r) the total local density. Anal-
ogously to the homogeneous case, for ḡab(r) > gab the
system is locally in GS1, while for the opposite condition
the system in locally in GS2. Since at low density the Rabi
flopping term always dominates, when a two-component
spinor condensate is in a trap two possible scenarios can
exist:
(i) the whole system is in GS1, i.e., the critical condition

gab < ḡab(0) is fulfilled;
(ii) GS2 is the lowest energy state in the center of the

trap, i.e., gab > ḡab(0). Then there always exsists some
critical radius Rc fulfilling that the (decreasing) den-
sity is such that gab < ḡab(r) for r > Rc and GS1 is
the lowest energy state. In this case there is coexis-
tence of the two phases and the critical radius is given
by gab = ḡab(Rc).

The first scenario is similar to the usual Thomas-Fermi
approximation for a single condensate. We concentrate
therefore on the second situation. For large r the system
will be in GS1, that is, na(r) = nb(r) = n(r)/2. For a
spherically symmetric harmonic potential the density in
the GS1 phase can be calculated from equation (45) as:

n(r) = 2
µ − Vho(r)

g + gab − 2|Ω|/n(r)
(46)

At the critical radius the density fulfills n(Rc) =
2|Ω|/(gab − g) and substituting above we find

Rc =
√

2µ + 4|Ω| g

g − gab
, g > gab. (47)

For r > Rc the system is in GS1, while for r < Rc GS2
is the ground state and the system is polarised. Figure 8
shows the density distribution of components a and b, as
well as the total density (in the inset), of a 2-phase config-
uration. Due to the use of the local density approach the
density profiles measurement is a direct mapping of the
phase diagram of the homogeneous system (Fig. 1).

What happens if we consider the external trapping potential?

Local Density 
Approximation
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transition the maximum at finite k will be hidden by the
usual enhancement of the static structure factor for k → 0.

4.1 Density and polarisation fluctuations

The peculiar behavior of the structure factors will show
up in the local density ∆N2 and polarisation ∆M2 fluc-
tuations of the spinor gas. Such fluctuations, which are
nowadays experimentally accessible (see, e.g., [34–41]), are
important quantities characterising a system (for a recent
review in the context of cold gases, see [42]). If R is the
linear size of the spot where the fluctuations are measured
one can approximate the fluctuations as:

∆N2 = n

∫
Sd(k, T )H(k)

dk
(2π)D

≃ NSd(1/R, T ), (42)

∆M2 = n

∫
Ss(k, T )H(k)

dk
(2π)D

≃ NSs(1/R, T ); (43)

with D the dimensionality of the system and H(k) the
Fourier transform of a geometrical factor that depends
on the shape of the probe cell where the measurement
is performed. The last approximate equality [42], where
R is the linear size of the spot, has been recently used
to probe the (density) structure factor of a 2-dimensional
Bose gas [38]. For a spinor gas the local fluctations of the
polarisation can be also used to measure the spin structure
factor.

The behaviour of Ss(0) can be easily understood by
looking at the spin fluctuations. Indeed, if we look at them
at the single-particle level (two level system), we always
find that ∆M2 = ⟨σ2

z⟩ − ⟨σz⟩2 ̸= 0. Since we have the
relation Ss(0) = ∆M2 it follows that the spin structure
factor is gapped. In this sense we can say that the gap
in Ss comes from single-particle coherence.

On the other hand, since the phase transition is due
to spin-density instabilities, as we have already seen from
the susceptibility (Sect. 2), close to the phase transition
the fluctuations of the polarisation, i.e., Ss(0), diverge.
For instance, in the context of Bose-Bose mixtures such
fluctuation enhancement has been very recently observed
in a quenching experiment [43].

5 Trapped two-component spinor condensates

In this section we discuss how the GS1-GS2 picture pre-
sented in Section 2 can be applied to inhomogeneous sys-
tems. We find that local density approximation captures
the main features of the system brought about by the
trapping potentials. Within this approach the equations
describing the ground state of the trapped system can
be found from equations (1) and (2). Neglecting the ki-
netic energy we find by addition and subtraction the two
equations

(
g − gab +

|Ω|
√

nanb

)
(na − nb) = Vb − Va, (44)

(
g + gab −

|Ω|
√

nanb

)
(na + nb) = 2µ − (Vb + Va). (45)

For Va = Vb = 0 we obviously recover the results from
Section 2. To exemplify what happens for Va, Vb ̸= 0, we
consider two situations. In the first one, the trapping is
harmonic and equal for species a and b. In the second
example, instead, one of the components is subject to an
optical lattice potential, which is not directly seen by the
second component. In both cases, numerical solutions of
the full GP equations are provided for comparison.

5.1 Harmonically trapped two-component spinor

Let us consider what happens if there is a spherically sym-
metric external harmonic confinement Vho(r) = mω2r2/2,
which acts in the same way on both spinor components.
We first address this problem within local density ap-
proximation. For Va = Vb, the right-hand side of equa-
tion (44) vanishes, which means that there are two possible
ground states characterised locally by the same solutions
as the homogeneous system, equations (7) and (8). This
allows us to introduce the local critical value ḡab(r) =
g + 2|Ω|/n(r), with n(r) the total local density. Anal-
ogously to the homogeneous case, for ḡab(r) > gab the
system is locally in GS1, while for the opposite condition
the system in locally in GS2. Since at low density the Rabi
flopping term always dominates, when a two-component
spinor condensate is in a trap two possible scenarios can
exist:
(i) the whole system is in GS1, i.e., the critical condition

gab < ḡab(0) is fulfilled;
(ii) GS2 is the lowest energy state in the center of the

trap, i.e., gab > ḡab(0). Then there always exsists some
critical radius Rc fulfilling that the (decreasing) den-
sity is such that gab < ḡab(r) for r > Rc and GS1 is
the lowest energy state. In this case there is coexis-
tence of the two phases and the critical radius is given
by gab = ḡab(Rc).

The first scenario is similar to the usual Thomas-Fermi
approximation for a single condensate. We concentrate
therefore on the second situation. For large r the system
will be in GS1, that is, na(r) = nb(r) = n(r)/2. For a
spherically symmetric harmonic potential the density in
the GS1 phase can be calculated from equation (45) as:

n(r) = 2
µ − Vho(r)

g + gab − 2|Ω|/n(r)
(46)

At the critical radius the density fulfills n(Rc) =
2|Ω|/(gab − g) and substituting above we find

Rc =
√

2µ + 4|Ω| g

g − gab
, g > gab. (47)

For r > Rc the system is in GS1, while for r < Rc GS2
is the ground state and the system is polarised. Figure 8
shows the density distribution of components a and b, as
well as the total density (in the inset), of a 2-phase config-
uration. Due to the use of the local density approach the
density profiles measurement is a direct mapping of the
phase diagram of the homogeneous system (Fig. 1).
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I. INTRODUCTION

II. THE SYSTEM

The system we consider is a trapped spinor condensate
whose two component interact both via the s-wave con-
tact interaction and via a coherent coupling. For our
analysis we use the mean-field approach in which the
spinor components  

a

(r, t) and  
b

(r, t) are described by
coupled Gross-Pitaevskii equations
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Being m the mass of an atom, the contact interactions
are given by g

i

= 4⇡h̄2a
i

/m, where i = a, b, ab and a
a

,
a
b

are the s-wave scattering length for components a, b
while a

ab

is the one associated to the interaction between
a and b. In the following (where not di↵erently specified)
we consider g

a

= g
b

⌘ g.
The main features of the ground state of the system

can be well described using the local density approxima-
tion. Within this approach the ground state densities are
shown to obey these equations (see [1]):
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In the case V
a

= V
b

the system can show two di↵erent
regions in which n

a

� n
b

is either equal or di↵erent from
0. We call them unpolarized and polarized region respec-
tively. This can be seen by equation (3) that gives also
the critical condition for being in the polarized region,
g
ab

> ḡ
ab

(r) = g + 2|⌦|/n(r) whit n(r) = n
a

(r) + n
b

(r).
If this condition is not satisfied at the center of the trap,
where the total density is maximum, then the whole sys-
tem is unpolarized. In the opposite case, the system is
polarized at the center but there exists always a critical
radius R

c

, given by g
ab

= ḡ
ab

(R
c

), above which the po-
larization is zero. This reflects the phase diagram of the
homogeneous case, V

a

= V
b

⌘ 0 in which the system can
be only totally polarized or totally unpolarized depend-
ing on the value of g

ab

. As shown in figure 1, going away
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FIG. 1: Upper panel: polarization of the mixture in the ho-
mogeneous case as a function of the interspecies interaction
with ⌦ = 0.3gn. Lower panel: densities na (dashed purple),
nb (blue) and na + nb (black) for gab/g = 1.3 and ⌦/µ = 0.1.

from the trap center corresponds to decreasing g
ab

in the
homogeneous configuration.

III. GROUND STATES

In this section we study the ground states of the mix-
ture after the application of two di↵erent small pertur-
bations on the external trapping potentials.

A. Breathing

We start considering the situation in which on of the
two traps, say that of component b, is tighter:

V
b

=
1

2
m

�
⌘!

ho

2
�
x2 (5)

Ground states obtained for di↵erent values of ⌘ and ⌦ are
shown in Fig. 2. A particularly interesting feature is the
presence of a dimple in component a for some parameter’s
values showing the relation of our system with a spin-
orbit coupled one. In our case we add a species dependent

na

nb
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Vortices in coherently coupled BECs:  vortex dimers

7.1 – Sine-Gordon domain walls and dimers 85

ten as ui ! 4!aiN and u12 ! 4!a12N with the corre-
sponding s-wave scattering lengths ai and a12.

We first assume u1 ! u2 ! u12 ! 1000 (a more general
case will be discussed later) to discuss the vortex state with
the external coupling and an appropriate rotating drive to
ensure stabilization of only one vortex in each component.
The minimization of the energy functional (1) is done
numerically by using the conjugate gradient method.
Figure 1(a) shows the equilibrium solution for !R !
0:02 and ! ! 0:15. Each component has one off-centered
vortex, which shifts from the other to reduce the over-
lapping area [see Fig. 2(a)]. For finite !R this nonaxisym-
metric vortex state is always energetically lower than the
axisymmetric one, which was observed in Ref. [5], in
which one circulating component surrounds a nonrotating
core of the other [9]. Also, the optimized relative phase
shows a unique structure as shown in Fig. 1(b). Here, the
central region is characterized by the configuration of a
vortex-antivortex pair; the vortex cores are connected by a
branch cut of the relative phase with a 2! phase difference
[21]. Thus, the two vortices attract each other, forming a
bound pair, i.e., a vortex molecule. As !R increases, the
size of the pair decreases as seen in Fig. 2(a). Beyond !R ’
3:0 the separation vanishes, where the locations of the
density nodes overlap despite the intercomponent repulsive

interaction; the internal coherent coupling induces an ef-
fective attractive interaction between the two components
[16].

An insight into the vortex molecule can be gained when
we describe the two-component BECs in terms of a pseu-
dospin [11,15]. By introducing a normalized spinor " !
""1#r$;"2#r$%T with j"1j2 & j"2j2 ! 1 and writing "i !
!!!!!!!!!!!!

#T#r$
p

"i#r$, we can define the spin vector as S#r$ !
#"!"=2 with the Pauli matrix !; the modulus of the total
spin is jSj ! 1=2. The vectorial representation of the spin
density (projected onto the x-y plane) is shown in Fig. 1(c).
The spins are oriented in the x direction everywhere except
in the central domain-wall region where they tumble rap-
idly by 2!. There exist two points corresponding to the
locations of vortices at which S is parallel to the z axis. The
spin field around the singularity with S ! &ẑ=2 (S !
'ẑ=2) has a radial (hyperbolic) distribution, having
#Sx; Sy$ / #'x;'y$ [ / #x;'y$]. This texture is known
as a ‘‘radial-hyperbolic’’ pair of merons [22], which has
been discussed not only in the study of topological defects
in superfluid 3He [18] and a double-layer quantum Hall
system [19] but also in the semiclassical model of color
confinement in QCD [20].

To discuss the properties of a vortex molecule quantita-
tively, we rewrite Eq. (1) in terms of the pseudospin
variables as
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where we have introduced the effective velocity field in-
duced by spin textures
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FIG. 1 (color online). (a) The profile of the density j"1j2 and
j"2j2 (line contours) with ! ! 0:15 and !R ! 0:02. (b) The
gray-scale plot of the relative phase $#r$ ! %1 ' %2. Arrows
show the direction of the circulation in the space of relative
phase around the vortices. (c) The vectorial representation of the
pseudospin S ! #"!"=2 projected onto the x-y plane. The
locations of the defects are indicated by !! (with Sz ! &ẑ=2)
and

N

(with Sz ! 'ẑ=2). (d) The contour plot of the topologi-
cal charge density q#r$ (the largest value at the center) and the
vectorial plot of the veff field.
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FIG. 2 (color online). (a) The cross sections of the condensate
density along the y ! 0 line (j"1j2, solid curve; j"2j2, dashed
curve; #T, dotted curve). (b) The total energy as a function of &
(the size of the meron pair) for ! ! 0. The inset shows the
separation 2dm between two vortices as a function of the Rabi
frequency !R for ! ! 0:15. The solid curve represents the result
obtained by the variational analysis with Eqs. (2) and (4) (dm !
2&) and the dots the numerical result.
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Figure 7.1 – A numerical solution showing a dimer in a rotating two-component BEC, obtained
in [34]. (a) The profile of the density | 1|2 (color-scale plot) and | 2|2 (line contours) with
⌦ = 0.15 and !R = 0.02. (b) The gray scale plot of the relative phase �(r) defined in the text.
The arrows show the direction of the circulation of the two vortices forming the dimer.

this means that a domain wall is stretched between two vortices belonging to different
components. Its tension can be calculated to be

T = 4

✓
2~3!Rn2

m

◆1/2

, (7.6)

where we resumed the physical constants.
Figure 7.1 reports the result of a numerical calculation of a rotating two-component

condensate with one vortex in the first component and one vortex in the second component,
where Rabi oscillations are induced [34]. The domain wall is well visible, identified with
the boundary between black and white regions in the relative phase plot in Figure 7.1(b).
The presence of the domain wall forces the vortices to combine in couples, bound together
by an attractive force. When the Rabi frequency is increased, the domain wall tension
increases, making the domain wall shorter. When its length becomes smaller than the
healing length, the dimer is indistinguishable from a single integer vortex.

Moreover, vortex molecules have been investigated in three-component [97] and N -
component [18] BEC. In the general case of N components, the free energy including the
coherent coupling induced by Rabi oscillations can be written as
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(7.7)
In the equation above, !ij (!ii = 0) represents the internal coherent coupling between the
i-th and the j-th components. In [97] vortex trimers have been found in three-component
BEC, whose structure is schematically shown in Figure 7.2(a). The shape of the vortex
molecules is determined by the values of the Rabi frequencies !12, !23 and !13. For
example, when !12 ⌧ !23 = !13, as in Figure 7.2(b), vortices arrange themselves along
a line, because the repulsion between first and second component vortices dominates over

Suppose we have a finite domain wall whose boundary is
a closed contour C !Fig. 2". We shall assume that the length
of C is much larger than the width of the wall k!1 so one can
view the domain wall as an infinitely thin membrane
stretched on C !we shall call this picture the ‘‘thin-wall ap-
proximation’’". Let us now take another, smaller contour that
has a nontrivial linking with C (D in Fig. 2". As one goes
along D, one crosses the membrane once, so the relative
phase #A changes by 2$ . This is exactly what one expects
from a vortex. Therefore, C can be a vortex line. We recall
that the size of the core of the vortex is the healing length
%A , which is smaller or of the same order as the width of the
wall. Therefore, in the thin-wall approximation, we have an
infinitely thin membrane bounded by an infinitely thin vortex
line. One should note that such a bounded domain wall will
tend to shrink to reduce its energy, which comes from the
wall tension and the tension of the boundary vortex.
Conversely, for small nonzero & , a vortex must have a

domain wall attached to it to minimize the energy due to the
nontrivial phase #A winding around it. This means that the
energy of a single vortex per unit length is increasing linearly
with the size of the system in the transverse direction. This is
in contrast to the situation at &"0 when the vortex tension
has only a logarithmic dependence on the size of the system.
Note that there are two types of vortices in binary BEC.

Those of the first type, which we shall call the #1 vortices,
have the condensate '1 vanishing at the vortex center, while
'2 is nonzero. Analogously the #2 vortices have '2"0 and
'1(0 at their centers. As one goes around a #1 vortex, #1
changes by 2$ , while #2 does not change, and vice versa for
a #2 vortex. Thus #A changes by either 2$ or !2$ for the
two types of vortices, so the domain wall can be bounded by
a vortex of either type.
In contrast to an individual vortex, a pair of #1 and #2

vortices, placed parallel to each other, will have energy per
unit length which is only logarithmically divergent. That is
because the #A ‘‘charges’’ of the two vortices cancel each
other, so #A is trivial at spatial infinity !no winding". The
same situation occurs for a pair of parallel vortices of the
same type (#1 or #2) with opposite winding !however, such
vortex-antivortex pair can annihilate, while a #1#2 pair can-
not". In a certain sense, one can talk about the phenomenon
of ‘‘vortex confinement’’: vortices exist only in pairs. This
confinement should, in principle, be observable experimen-
tally, in a rotating two-component BEC, which can be al-
ready created in a laboratory )20*. The vortices are usually

identified by the density depletion at their cores, but can be
also seen as dislocations of interference fringes due to phase
singularities )21*. With the coupling drive off (&"0) such a
system contains an equal number of #1 and #2 vortices,
which are distributed in space with no particular correlation
between #1 and #2 vortices. As one turns on & , the vortices
will start to pair up and at some point the system will be-
come a collection of composite objects, each being a bound
state of a #1 and a #2 vortex !Fig. 3".
The phenomenon of vortex confinement is very similar to

that of quark confinement in the theory of strong interaction
!quantum chromodynamics". Similar to our vortices, quarks
and antiquarks do not exist as individual objects, but are
confined into composite objects—hadrons. The analogy with
quantum chromodynamics actually stretches further. If one
places a #1 vortex and a #2 vortex at a distance larger than
k!1, then a domain wall that connects these two vortices will
be formed. The tension of the domain wall is the force, per
unit length, that attracts the two vortices. The attractive force
between the two vortices is thus independent of their sepa-
ration, given that the latter is larger than the width of the
domain wall. This is analogous to the confining force be-
tween a quark and an antiquark, which is also constant at
large distances. A confinement model that resembles most
the confinement of the vortices is the three-dimensional com-
pact quantum electrodynamics considered in Ref. )22*. In
this theory the worldlines of electrically charged particles are
analogous to the vortices in BEC.
One can also imagine a system of two vortices that rotate

around each other so that the confining force !from the
domain wall" balances the centrifugal force. Such a system is
analogous to the high-spin meson states in hadronic physics
where a quark and an antiquark rotate around each other.

VI. CONCLUSION

We have shown that in a system of two interpenetrating
BEC with a coupling drive, there exists a domain wall solu-
tion. The relative phase between the two condensates
changes by 2$ as one travels through the wall. The wall
solution is formally similar to the kink in the sine-Gordon
field theory, yet it is not topologically stable and can decay.
In this respect, the wall is more similar to a soap film, which
can spontaneously burst.
From the mathematical point of view, the domain walls

discussed in this paper are similar to the ones which have
been studied in particle physics. Such domain walls appear at
least in two contexts: in the theory of the hypothetical

FIG. 2. The boundary of a finite domain wall.

FIG. 3. Vortex pairing !confinement".
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Vortex Lattice in coherently coupled BECs
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Figure 7.4 – In all subfigures the left panel is a plot of the density profile of the condensate,
n = | 1|2 + | 2|2 (dark grey dots are vortices in the first or in the second component), the
middle panel is a plot of the Rabi energy in Equation (7.3) (white is positive, identified with
domain walls), and the right panel is a schematic drawing of the lattice structure. The domain
walls joining vortices are depicted as red lines and the vortices in the first and in the second
component are distinguished by empty or filled circles. The values of the parameters � and !R

are shown for each case.
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FIG. 4. Comparison of the phase diagram obtained from
series expansion (solid line), DMRG (solid circles) and QMC
(solid squares). The Mott phase is denoted by MI and the
superfluid phase by SF.

tainties in the precise location of the Kosterlitz-Thouless
transition are still comparatively large. We use a Pade
analysis of ln2 ∆(t) ∝ (tKT − t)−1. This quantity has a
simple pole at the critical point which can be captured
by rational function. This methods turned out to give
excellent results. We estimate the point for Kosterlitz-
Thouless transition to be located at tKT/U = 0.26±0.01
and µKT/U = 0.16 ± 0.01.

In real systems disorder plays an important role. With
our method it is still possible to determine boundary of
the Mott phase in that case by asking where the system
becomes compressible. For a detailed discussion we refer
the reader to Ref. [17]. The “Bose-glass” phase can not
be studied with the techniques used above - since the
groundstate has no gap.

In conclusion, series expansion techniques were ap-
plied to investigate the zero temperature properties of
the Bose-Hubbard model in one and two dimensions. We
determine the complete spectrum of single-particle and
single-hole excitations in the Mott phase. The phase dia-
gram in one and two dimensions is obtained quantitatively
and the critical end points of the Mott insulator regions
are determined. In two dimensions this is so far the only
quantitative investigation of the complete phase diagram
of this problem. In one dimensions the series shows al-
most perfect agreement with a recent DMRG study and
provides a conclusive confirmation for counterintuitive
reentrance behavior from the compressible to the insu-
lating phase near the Kosterlitz-Thouless point.

We acknowledge useful and interesting discussions on
this problem with M. P. Gelfand, T. Giamarchi, A. J. Mil-
lis, A. v. Otterlo, R. R. P. Singh, G. Schön, H. Schulz.
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for deep optical lattices and a small number of atoms
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Insights: 
  Deep in the SF regime it is essentially the same as for the 

continuous case. 
!

  J=0: single atom per lattice site (Rabi oscillations)   
For small J (insulating state) atom exchange dominates -> spin chain: 

!
!

(see e.g., L.-M. Duan, E. Demler, and M. D. Lukin, Phys. Rev. Lett. 91, 090402 (2003))

H
XXZ

= �t
X

i

(Ŝx
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mixtures [21–25] or from schemes where J⌦ is time de-
pendent [26–28] . Shortly in the latter case one has
two U(1) symmetries (related to the conservation of the
atom number in each species, being J⌦ = 0, and broken
in the SF regime) and when the interspecies interaction
is U

ab

> U the mixture phase separates [24]. In the pres-
ence of the interchange term only one U(1) symmetry
is left, the system is always miscible and if U

ab

is large
enough a Z2 symmetry is broken bringing the system in a
FM state. Notice also that the miscible-immiscible tran-
sition for mixtures (phase separation) is of the first order
kind.

In the absence of hopping, J = 0, the ground state
of Hamiltonian Eq. (1) is |0i =

Q
i

c†
i

|vaci, where |vaci
is the vacuum of particles and we have introduced the
operators ĉ†

i

= (â†
i

� b̂†
i

)/
p
2 creating a particle in site i

in the anti-symmetric state of the internal levels a and
b (dressed state). In order to have unit filling factor the
chemical potential must satisfy the conditions �J⌦ < µ
and µ < J⌦ + (U + U

ab

)/2 �
p

16J2
⌦ + (U � U

ab

)2/2,
which define the borders of the Mott lobes at J = 0 (see
Fig. 1, top panel).

In the presence of hopping the system undergoes a
phase transition between a Mott insulating and a su-
perfluid phase. In order to get an insight into the way
the di↵erent parameters of the model enter in the SF-
MI phase transition, we apply a mean-field theory [1].
Within mean-field and in second-order perturbation the-
ory, the border between the MI and the SF region is given
by the condition

1

zJ
=

1

µ+ J⌦
+

�2µ+ 6J⌦ + U + U
ab

�
�µ+ J⌦ + U+Uab

2
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(2)

where the coordination number is z = 2 in 1D. No-
tice that in the SU(2) symmetric case for the inter-
action, U

ab

= U , the single component result is re-
covered provided the chemical potential is rescaled to
µ̃ = µ � J⌦. When the hopping strength J becomes
larger than that given by Eq. (2) the system enters the
SF phase and develops a nonzero order parameter given
by  � = ( ,� )T /

p
2, with  = hai = hbi. Since quan-

tum fluctuations are neglected the MI phase is described
by the state |0i introduced above. Therefore, the system
could support a polarized state only in the SF regime
provided U

ab

was large enough, in analogy to coupled
condensates (see, e.g., the experiment reported in [10]
and references therein).

The structure of the mean-field Mott lobes given by
Eq. (2) is shown as dashed lines in Fig. 1 for di↵erent
values of U

ab

. There are a number of features in the
structure of the lobes to be noticed: the lower border
equals �J⌦/U for all values of U

ab

/U and the upper
border converges at 1 + J⌦/U for U

ab

> U ; as U
ab

/U
is increased, the lobes saturate at a maximum value of
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FIG. 1: Top panel: MI-SF transition predicted by the mean-
field approach (dashed lines) and DMRG (symbols). In the in-
set we show the scaling analysis in terms of the lattice size, L,
for the closure of the gap for U

ab

/U = 1.8. Bottom panel: as-
sociated NP-FM transition calculated with DMRG. All curves
correspond to J⌦/U = 0.1 and solid lines are drawn as a guide
to the eye.

J/U , a feature that also takes place in mixtures. More-
over at fixed U one has, as expected by the change in the
compressibility, that for U

ab

< U the insulating region
is smaller than in the single component case, while for
U
ab

> U the insulating region is enlarged.

Although the mean-field approach gives in some as-
pects a reasonable description of the Mott to superfluid
transition of Hamiltonian (1), especially in two and three
dimensions (see, for instance, [29]), it fails completely
to describe the ground state of the system regarding its
polarization in the MI region. Indeed the Hamiltonian
Eq. (1) allows for states breaking a Z2 symmetry, creat-
ing a finite polarization S

z

= (N
a

�N
b

)/2N , with N
�

the
number of atoms in state � = a, b. The NP-FM transi-
tion in coherently coupled Bose gases has been studied in
the continuum and within mean-field description of the
SF phase mainly by means of coupled Gross-Pitaevskii
equations (for a recent discussion see, e.g, [30] and ref-
erences therein). This transition has been quite recently
also characterized experimentally [10]. In terms of the
Hubbard parameters one expects a transition from a NP
to a FM state at U

ab

� U = 2J⌦/n, with n = 1 the total
density of the system. The critical exponent of the mag-
netization is in this case the expected mean-field value
� = 1/2.

When the system becomes strongly interacting the
fluctuations of the number of atoms in each site are re-
duced and therefore the e↵ect of the two-body interaction
is reduced, making the polarized state less favorable. In
particular in the deep MI phase (J ⌧ U , U

ab

) the single
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FIG. 2: Top panel: NP-FM transition in the MI phase for
di↵erent values of the linear coupling J⌦/U , for U

ab

/U =
6. Inset: comparison between numerical results and critical
exponent 1/8 of ITF for J⌦ = 0.1. Bottom panel: NP-FM
transition point calculated with DMRG (symbols) and using
expression J2(1/U � 1/U

ab

) = 2J⌦ (solid lines, see text for
more details), for two values of U

ab

/U in the MI phase.

well agreement with our numerical datas. Such results
justify the use of the spin model to address the magnetic
properties of Bose gases in optical lattices also for not
too small values of J/U .

While S
z

is the global order parameter, we character-
ize the NP and FM phases, and in particular the NP-FM
transition, also by determining the behavior of the cor-
relation functions around the phase transition point. We
study the longitudinal and the transverse spin-spin cor-
relation functions C

s

(i) = hŜs

j

Ŝs

j+i

i with s = x, z. In
order to drop boundary e↵ects we exclude the more ex-
ternal sites and evaluate the correlation functions only
in the central region of the system (in particular we take
j = 15).

To have an idea of how the large distance behavior of
the correlation functions change along the transition, we
plot in the top panel of Fig. 3 the correlation functions for
a separation i = 50 as a function of J/U . The paramag-
netic phase is dominated by transverse spin correlations
since in this regime J⌦ is the most important term, while
in the ferromagnetic phase the longitudinal correlations
become dominant. Notice that the magnetic transition
(see Fig. 1) seems to be well described by the crossing
point between the long-range values of C

x

and C
z

.

The longitudinal correlation function across the NP-
FM transition is shown in the lower panels of Fig. 3 in the
superfluid (U

ab

/U = 1.8, left panel) and in the MI phase
(U

ab

/U = 6, right panel). The behavior of C
z

changes
from an exponential decay in the paramagnetic phase
to long-range order in the FM phase. The transition
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FIG. 3: Top panel: Behavior of C
x

(50) (open symbols)
and C
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(50) (filled symbols) across the MI-SF transition, for
J⌦/U = 0.1 (see Fig. 1). Bottom panels: Long-range behav-
ior of C

z

(i) in the SF (left panel) and MI (right panel) phases
close to the phase transition.

point is in good agreement with the one obtained with
S
z

(Fig. 1). Notice that in the SF phase the system
polarizes more “slowly” than in the insulating case due
to strong fluctuations, which explains the larger region
of intermediate decays.

In summary, the system we have studied, described by
Eq. (1), constitutes a yet unexplored system in the fam-
ily of Bose-Hubbard Hamiltonians. It is fundamentally
di↵erent from Bose-Bose mixtures and in a way a general-
ization of two-leg chains. The system shows two quantum
phase transitions: superfluid to Mott insulator transition
– which is of the of the Berezinskii-Kosterlitz-Thouless
kind at fixed integer density – and a paramagnetic/non-
polarized to ferromagnetic/polarized transition. The lat-
ter changes the structure of the Mott lobes. In the Mott
regime the transition is well described in terms of a quan-
tum XXZ model in a transverse field. In the SF regime
due to quantum fluctuations strong corrections to the
mean-field coherent results are present. While we focused
on the unit filling factor case, at low filling factor, the
system is also interesting, especially considering that its
experimental realization should be feasible within current
technology as shown in [9]. Indeed in the small J/U case
both species a and b have a fermionic (Tonks-Girardeau
regime) equation of state [35]. Therefore one has the pos-
sibility to study the fate of itinerant ferromagnetism in
one dimension in analogy to the recent analysis in [36]
with the inclusion of the linear interspecies coupling J⌦.
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well agreement with our numerical datas. Such results
justify the use of the spin model to address the magnetic
properties of Bose gases in optical lattices also for not
too small values of J/U .

While S
z

is the global order parameter, we character-
ize the NP and FM phases, and in particular the NP-FM
transition, also by determining the behavior of the cor-
relation functions around the phase transition point. We
study the longitudinal and the transverse spin-spin cor-
relation functions C

s

(i) = hŜs

j
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j+i

i with s = x, z. In
order to drop boundary e↵ects we exclude the more ex-
ternal sites and evaluate the correlation functions only
in the central region of the system (in particular we take
j = 15).

To have an idea of how the large distance behavior of
the correlation functions change along the transition, we
plot in the top panel of Fig. 3 the correlation functions for
a separation i = 50 as a function of J/U . The paramag-
netic phase is dominated by transverse spin correlations
since in this regime J⌦ is the most important term, while
in the ferromagnetic phase the longitudinal correlations
become dominant. Notice that the magnetic transition
(see Fig. 1) seems to be well described by the crossing
point between the long-range values of C
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and C
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The longitudinal correlation function across the NP-
FM transition is shown in the lower panels of Fig. 3 in the
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polarizes more “slowly” than in the insulating case due
to strong fluctuations, which explains the larger region
of intermediate decays.

In summary, the system we have studied, described by
Eq. (1), constitutes a yet unexplored system in the fam-
ily of Bose-Hubbard Hamiltonians. It is fundamentally
di↵erent from Bose-Bose mixtures and in a way a general-
ization of two-leg chains. The system shows two quantum
phase transitions: superfluid to Mott insulator transition
– which is of the of the Berezinskii-Kosterlitz-Thouless
kind at fixed integer density – and a paramagnetic/non-
polarized to ferromagnetic/polarized transition. The lat-
ter changes the structure of the Mott lobes. In the Mott
regime the transition is well described in terms of a quan-
tum XXZ model in a transverse field. In the SF regime
due to quantum fluctuations strong corrections to the
mean-field coherent results are present. While we focused
on the unit filling factor case, at low filling factor, the
system is also interesting, especially considering that its
experimental realization should be feasible within current
technology as shown in [9]. Indeed in the small J/U case
both species a and b have a fermionic (Tonks-Girardeau
regime) equation of state [35]. Therefore one has the pos-
sibility to study the fate of itinerant ferromagnetism in
one dimension in analogy to the recent analysis in [36]
with the inclusion of the linear interspecies coupling J⌦.
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