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Introduction
Ø Strong interactions are challenging 

at the LHC!

Ø Mainly observed as jets

Ø Important source of background for 
many searches

Ø Not well modelled in Monte Carlo 
(MC) simulation yet

Ø Can be probed by a multitude of 
measurements

Ø We will review several analyses both 
from ATLAS and CMS

Ø The impact of these new 
measurements on parton distribution 
functions (PDFs) will be shown as well
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Event shape variables

Ø Transverse thrust:

where !𝑛! is the unit vector that defines the transverse thrust axis 

Ø Used to define

Ø Jet broadening: 

Ø Total jet mass:                        with X = U (upper) or L (lower) region
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= 0 for a perfectly balanced 
two-jet event

= 1- 2/𝜋 for an isotropic multijet 
event

Sensitive to hard 
scattering

Sensitive to 

hadronization and
NP effects

JHEP 12 (2018) 117

JHEP12(2018)117

where X refers to the U or L regions. The jet broadening variable in each region is defined as

BX ≡ 1

2PT

∑

i∈X
pT,i

√
(ηi − ηX)2 + (φi − φX)2, (2.4)

where PT is the scalar pT sum of all the jets in the event. The total jet broadening is then

defined as

BTot ≡ BU +BL. (2.5)

Total jet mass: the normalized squared invariant mass of the jets in the U and L

regions of the event is defined by

ρX ≡ M2
X

P 2
, (2.6)

where MX is the invariant mass of the jets in the region X, and P is the scalar sum of the

momenta of all central jets. The total jet mass is defined as the sum of the masses in the

U and L regions,

ρTot ≡ ρU + ρL. (2.7)

Total transverse jet mass: the quantity corresponding to ρTot in the transverse plane,

the total transverse jet mass (ρTTot), is similarly calculated using $pT,i of jets.

These four ESVs probe different aspects of QCD [2] and are designed to have higher

values for multijet, spherical events and lower values for back-to-back dijet events. While

τ⊥ is sensitive to the hard-scattering process, the jet masses and jet broadening depend

more on the nonperturbative aspects of QCD, responsible for hadronisation process.

3 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6m internal

diameter, providing a magnetic field of 3.8T. The solenoid volume holds a silicon pixel and

strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and

scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections.

Steel and quartz-fibre Cherenkov hadron forward calorimeters extend the pseudorapidity

(η) coverage provided by the barrel and endcap detectors to the region 3.0 < |η| < 5.2.

Muons are measured in gas-ionisation detectors embedded in the steel flux-return yoke out-

side the solenoid. In the region |η| < 1.74, the HCAL cells have widths of 0.087 in η and

0.087 radians in azimuthal angle (φ). For |η| < 1.48, the HCAL cells map onto 5×5 ECAL

crystals arrays in the η-φ plane to form calorimeter towers projecting radially outwards from

close to the nominal interaction point. At larger values of η, the size in η of the towers in-

creases and the matching ECAL arrays contain fewer crystals. CMS uses a two stage online

trigger to select events for offline analysis. In the first stage, a hardware-based level-1 (L1)

trigger uses information from calorimeter and muon subsystems and selects event at a rate

of about 100 kHz. In the second stage, a software-based high-level trigger (HLT), running on

computer farms, uses full event information and reduces the event rate to about 1KHz be-

fore data storage. A more detailed description of the CMS detector can be found in ref. [30].
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Ø Sensitive to the details of the hadronisation process and useful to determine 
𝛼" and MC tune parameters and search for new physics phenomena

https://link.springer.com/article/10.1007/JHEP12(2018)117


Event shape variables
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where 𝐻!,$ = (𝑝!,%&'( + 𝑝!,%&'$)/2 and Tot = U + L

Ø Monash and CUETP8M1 Pythia8 tunes model energy flow in plane transverse 
to the beam well (whereas the energy flow out of the transverse plane is not 
well described)

Ø Herwig++ performs well, better than Pythia8 for 𝐵!)' and 𝜌!)'

Ø Madgraph much better than Pythia8 (transverse and longitudinal flows of 
energy better modelled by ME approach)
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Figure 11. The evolution of the mean of τ⊥ (upper left), BTot (upper right), ρTot (lower left) and
ρTTot (lower right) and with increasing HT,2. The ratio plots with respect to data are presented in the
bottom panel to compare predictions of pythia8 CUETP8M1 (red line), pythia8 Monash (blue
dash-dotted line), MadGraph5 amc@nlo (pink dash-dot-dotted line) and herwig++ (brown
dash-dot-dotted line). The yellow band represents the total uncertainty (systematic and statistical
components added in quadrature).
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Event shape variables
Ø Six event-shape variables measured as a function of jet multiplicity in three 

interval of 𝐻!,$

Ø Thrust major/minor

Ø Sphericity and aplanarity from linear combinations of the eigenvalues of

Ø C and D from cubic and quartic combinations

Ø 3-jets (5-jets) event with high (low) values                                                                     
of 𝑇*and 𝑆
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transition radiation tracker (TRT), which enables radially extended track reconstruction up
to |η| = 2.0. The TRT also provides electron identification information based on the frac-
tion of hits (typically 30 in total) above a high energy-deposit threshold that corresponds
to transition radiation.

The calorimeter system covers the pseudorapidity range |η| < 4.9. Within the region
|η| < 3.2, electromagnetic calorimetry is provided by barrel and endcap high-granularity
lead/liquid-argon (LAr) calorimeters, with an additional thin LAr presampler that covers
|η| < 1.8, to correct for energy loss in material upstream of the calorimeters. Hadronic
calorimetry is provided by the steel/scintillator-tile calorimeter, segmented into three barrel
structures in the region |η| < 1.7, and two copper/LAr calorimeters in the endcap regions
(1.5 < |η| < 3.2). The solid angle coverage is completed with forward copper/LAr and
tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic measure-
ments, respectively. Surrounding the calorimeters is a muon spectrometer that consists of
three air-core superconducting toroidal magnets and tracking chambers, providing precision
tracking for muons with |η| < 2.7 and trigger capability for |η| < 2.4.

A two-level trigger system is used to select events for offline analysis [21]. Interesting
events are selected by the first-level trigger system implemented with custom electronics
which uses a subset of the detector information. This is followed by selections made by
algorithms implemented in a software-based high-level trigger. The first-level trigger ac-
cepts events from the 40MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger further reduces in order to record events to disk at about 1 kHz.

3 Observable definitions and measurement strategy

This paper presents measurements for six event-shape variables using hadronic jets. For
each event, the thrust axis n̂T is defined as the direction with respect to which the pro-
jection of the jet momenta is maximised [22, 23]. The transverse thrust T⊥ and its minor
component Tm can be expressed with respect to n̂T as

T⊥ =
∑

i |"pT,i · n̂T|∑
i |"pT,i|

; Tm =
∑

i |"pT,i × n̂T|∑
i |"pT,i|

, (3.1)

where the index i runs over all jets in the event. It is also useful to define τ⊥ = 1 − T⊥, so
lower values of τ⊥ indicate a back-to-back, dijet-like configuration. The range of allowed
values for these variables is, by construction, 0 ≤ τ⊥ < 1 − 2/π and 0 ≤ Tm < 2/π.
Higher values of τ⊥ indicate a larger energy flow orthogonal to the thrust axis, while large
values of Tm indicate a large energy flow outside the plane spanned by the thrust and the
beam axes.

The sphericity S and aplanarity A encode information on the isotropy of the final-state
energy distribution. These two observables are defined in terms of the eigenvalues of the
linearised sphericity tensor of the event [24, 25], given by

Mxyz =
1

∑
i |"pi|

∑

i

1
|"pi|




p2x,i px,ipy,i px,ipz,i

py,ipx,i p2y,i py,ipz,i
pz,ipx,i pz,ipy,i p2z,i



 . (3.2)
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Figure 1. Transverse plane projection of a three-jet event with high values of τ⊥ and S⊥ (left), and
a five-jet event with low values τ⊥ and S⊥ (right). The colours are chosen for illustrative purposes.

Its eigenvalues {λk}, which satisfy ∑k λk = 1 by definition, are ordered so that λ1 >

λ2 > λ3, and the corresponding event shapes are defined as

S = 3
2(λ2 + λ3); A = 3

2λ3. (3.3)

S takes values between 0 and 1, with larger values indicating more spherical events.
A takes values between 0 and 1/2 and is a measure of the extent to which the radiation is
contained in the plane defined by the two first eigenvectors of the sphericity tensor defined
in eq. 3.2. The larger the value of A, the less planar the event.

The transverse linearised sphericity tensor is constructed using only the transverse
momentum components:

Mxy = 1
∑

i |#pi|
∑

i

1
|#pi|

(
p2x,i px,ipy,i

py,ipx,i p2y,i

)

.

Its eigenvalues {µk}, which satisfy∑k µk = 1 by definition, are ordered so that µ1 > µ2
and the corresponding transverse sphericity event shape is defined as

S⊥ = 2µ2
µ1 + µ2

. (3.4)

It takes values between 0 and 1, with large (small) values indicating isotropic (back-to-back)
events in the transverse plane.

To illustrate the meaning of the event-shape variables, figure 1 shows two different
multijet final states. The first represents a three-jet event with large values of τ⊥ and S⊥.
The second represents a five-jet event with low values of τ⊥ and S⊥.

The quantities in eq. 3.3 correspond to linear combinations of the eigenvalues of the
sphericity tensor. However, one may consider quadratic and cubic combinations of the

– 4 –
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eigenvalues {λi} [26], such as

C = 3(λ1λ2 + λ1λ3 + λ2λ3), (3.5)
D = 27(λ1λ2λ3). (3.6)

The quantities defined in eqs. 3.5 and 3.6 are restricted to the range [0, 1]. These are
also useful observables to characterise multijet events. Since C is defined by products of
eigenvalue pairs, it vanishes for two-jet events, while D, which is defined by multiplying
the three eigenvalues, vanishes for events in which all jet momenta lie on the same plane.

To study the dependence of the observables on the event topology and energy scale,
each of the six event-shape observables is measured as a function of njet and HT2. Events
that satisfy the selection requirements are classified in bins of njet (= 2, 3, 4, 5 and ≥ 6)
and HT2 (1TeV < HT2 < 1.5TeV, 1.5TeV < HT2 < 2.0TeV, HT2 > 2TeV).

A measurement of the multijet production cross section in the different HT2 bins is
performed in the same fiducial phase space in which the event-shape observables are mea-
sured, i.e. in events with 2, 3, 4, 5 or ≥ 6 jets. Since many of the experimental uncertainties
that affect the measurement of the event-shape observables are correlated between njet bins,
these measurements are presented normalised to the inclusive dijet cross section in bins of
HT2. In this way, the experimental uncertainties discussed in section 7 are significantly
reduced while preserving important physics information, such as the relative shape of the
distributions.

4 Data and Monte Carlo samples

The dataset used in this analysis comprises the data taken from 2015 to 2018 at a centre-
of-mass energy of √

s = 13 TeV. After applying quality criteria to ensure good ATLAS
detector operation, the total integrated luminosity useful for data analysis is 139 fb−1. The
average number of inelastic pp interactions produced per bunch crossing for the dataset
considered, hereafter referred to as ‘pile-up’, is 〈µ〉 = 33.6.

Several MC samples were used for this analysis; they differ in the matrix element
(ME) calculation and/or the parton shower (PS). In order to populate all regions of the
spectra, these samples are divided into subsamples with differing kinematic characteristics.
The samples were produced using the Pythia [27, 28], Sherpa [29], Herwig [30–32] and
MadGraph5_aMC@NLO (hereafter referred to as MG5_aMC) [33] generators.

The Pythia sample was generated using Pythia 8.235. The matrix element (ME)
was calculated for the 2 → 2 process. The parton shower algorithm includes initial- and
final-state radiation based on the dipole-style pT-ordered evolution, including γ → qq̄

branchings and a detailed treatment of the colour connections between partons [27]. The
renormalisation and factorisation scales were set to the geometric mean of the squared
transverse masses of the two outgoing particles (labelled 3 and 4), i.e.

√
m2

T3 ·m
2
T4 =

√
(p2T +m2

3) · (p2T +m2
4). The NNPDF 2.3 LO PDF set [34] was used in the ME genera-

tion, in the parton shower, and in the simulation of multi-parton interactions (MPI). The
ATLAS A14 [35] set of tuned parameters (tune) is used for the parton shower and MPI,
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Event shape variables
Ø MC normalised to data in 

each 𝐻!,$ bin (Pythia8 
xsec +30%, MG5 -35%)

Ø Sherpa overestimates 
high multiplicities

Ø Herwig dipole model 
underestimates high 
multiplicities (better when 
considering Herwig with 
angular ordered PS)

Ø Pythia8 (A14 tune) 
describes data well only 
for intermediate thrusts

Ø MG5_aMC gives the best 
overall description à
importance of including 
in ME beyond LO terms
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Figure 5. Comparison between data and MC simulation as a function of the transverse thrust
τ⊥ (see eq. 3.1) for different jet multiplicities and energy scales. For illustration purposes, the
corresponding differential cross section for each jet multiplicity is multiplied by 102 (njet = 3), 101
(njet = 4), 100 (njet = 5), 10−1 (njet ≥ 6). The right panels show the ratios between the MC and
the data distributions. The error bars show the total uncertainty (statistical and systematic added
in quadrature) and the grey bands in the right panels show the systematic uncertainty.
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Figure 8. Comparison between data and MC predictions as a function of the aplanarity A (see
eq. 3.3) for different jet multiplicities and energy scales. For illustration purposes, the correspond-
ing differential cross section for each jet multiplicity is multiplied by 102 (njet = 3), 101 (njet =
4), 100 (njet = 5), 10−1 (njet ≥ 6). The right panels show the ratios between the MC and the
data distributions. The error bars show the total uncertainty (statistical and systematic added in
quadrature) and the grey bands in the right panels show the systematic uncertainty.
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None of the MC provide a good description of the data in 
all the regions

https://link.springer.com/article/10.1007/JHEP01(2021)188


Inclusive jet cross section
Ø Double differential (𝑝! , 𝑦) jet cross sections measured and compared to fixed-

order calculations and MC predictions 

Ø Sensitive to PDFs over a wide range of 𝑥 and 𝑄$, in particular high-𝑥 gluon and 
valence quark

Ø Dependence on the jet anti kT algorithm distance parameter R (jet size) is 
studied via ratios

Ø 84 < jet 𝑝! < 1588 GeV

Ø Jet |𝑦| < 2.0

Ø Data well modelled at moderate                                                                             
values of jet size

Ø Deviation visible at low 𝑝! for very                                                                               
large values of jet size 
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Figure 4. Comparison of the ratio of the differential cross sections of jets of different sizes
with respect to that of AK4 jets from data and from NLO predictions using powheg+pythia
(CUETP8M1 tune) in the region |y| < 0.5. Colored symbols indicate data and colored lines repre-
sent prediction from simulation. Offsets by the amount written in the parentheses have been added
to the corresponding data points to separate the results for different jet sizes.

All these uncertainties are added in quadrature, and are collectively referred as the
theoretical uncertainty in what follows.

The correlation between the experimental and the theoretical uncertainties is not
studied.

8 Results

8.1 Comparison of ratio of cross sections
The ratios of cross sections with respect to the AK4 jets are shown in figure 4 in the central
region (|y| < 0.5) for all the jet sizes using unfolded data and the prediction from the NLO
MC generator powheg with pythia parton showering; they are offset by fixed quantities
for clarity.

The NLO powheg generator, interfaced with the parton showering model, describes
the data well at moderate values of jet size, but there is a deviation at low pT for very
large values of jet size.

The ratios of the cross sections of inclusive AK2 and AK8 jets with respect to those of
AK4 jets are computed at LO and NLO in pQCD, following eq. (1.5), with nlojet++ for
the most central region (|y| < 0.5). The comparison with data is shown in figure 5. Both
the LO and NLO predictions are systematically below data for AK8 jets and above data for
AK2 jets. The NP correction is essential to describe the trend in data below medium jet pT
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Inclusive jet cross section
Ø R is sensitive to various components of the 

evolution of partons into jets
Ø radiation & parton shower (PS)
Ø hadronization, underlying event (UE)

16/09/21 Francesco Giuli & Valentina Mariani 8
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Ø PS calculations agree well with data

Ø NLO corrections are needed

Ø Accurate modelling of NP effects is 
essential
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Figure 6. Comparison of the ratio of cross sections of inclusive jets of various sizes with respect to
AK4 jets, as a function of jet size in different regions of jet pT in data, and for multiple theoretical
predictions in rapidity bins |y| < 0.5 (left column) and 1.5 < |y| < 2.0 (right column) at particle
level. When the dijet production cross section ratio is presented using pure NLO predictions for two
jet sizes, the ratio becomes LO at αS; this is quoted as LO⊗NP in the figure. Points corresponding
to a particular prediction are connected via lines to guide the eye. Experimental uncertainties
in the ratio of cross sections are shown with bands around the data points, whereas theoretical
uncertainties are shown with the bands around the fixed-order predictions.
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Figure 6. Comparison of the ratio of cross sections of inclusive jets of various sizes with respect to
AK4 jets, as a function of jet size in different regions of jet pT in data, and for multiple theoretical
predictions in rapidity bins |y| < 0.5 (left column) and 1.5 < |y| < 2.0 (right column) at particle
level. When the dijet production cross section ratio is presented using pure NLO predictions for two
jet sizes, the ratio becomes LO at αS; this is quoted as LO⊗NP in the figure. Points corresponding
to a particular prediction are connected via lines to guide the eye. Experimental uncertainties
in the ratio of cross sections are shown with bands around the data points, whereas theoretical
uncertainties are shown with the bands around the fixed-order predictions.
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Multi-jet correlation
Ø Two categories of events selected: 

Ø 3-jet events (8 & 13 TeV) & Z+2-jet events (8 TeV)

Ø Two observables of sub-leading jets: 
Ø Transverse momentum ratio: 𝒑𝑻𝟑/𝒑𝑻𝟐
Ø Angular separation: 𝜟𝑹𝟐𝟑 = 𝒚𝟑 − 𝒚𝟐 𝟐 + 𝝋𝟑 −𝝋𝟐 𝟐

Ø Split events into categories of interest:

16/09/21 Francesco Giuli & Valentina Mariani 9

2102.08816

𝒋𝟏, 𝒋𝟐 and 𝒋𝟑
ordered in 𝒑𝑻

Should be well-
described by PS

Should be well-
described by Matrix 

Element (ME)

https://arxiv.org/abs/2102.08816


Multi-jet correlation
16/09/21 Francesco Giuli & Valentina Mariani 10

Collinear radiation Large-angle radiation Soft radiation Hard radiation

Ø Large-angle and hard radiation well described by ME (LO 4j+PS and NLO 
2j+PS – only for hard radiation region)

Ø Soft radiation well described by PS approach (LO 2j+PS)

Ø Collinear region not well described by either 

2102.08816

https://arxiv.org/abs/2102.08816


Lund Jet Plane measurement
16/09/21 Francesco Giuli & Valentina Mariani 11

Phys. Rev. Lett. 124 (2020) 2 22002
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(a) Schematic representation of the LJP.
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0 0.5 1 1.5 2 2.5 3 3.5 4
)RΔ/Rln(

1

2

3

4

5

)z
ln

(1
/

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

) 
R

Δ/
R

) d
ln

(
z

 d
ln

(1
/

 / 
em

is
si

on
s

N2
 d

je
ts

1/
N

ATLAS Simulation  > 675 GeV
T,1

 = 13 TeV, ps
Powheg+Pythia 8.230 / Pythia 8.230

2−10

1−10

)
co

re
Tp

 +
 

em
is

si
on

Tp
 / 

(
em

is
si

on
Tp

 =
 

z

2−101−10
(emission, core)RΔ = RΔ

(d) Ratio of varied matrix elements.

Figure 1: (a) Schematic representation of the LJP. The line z✓ . ⇤QCD roughly indicates the transition between
regions where either perturbative (z✓ > ⇤QCD) or nonperturbative (z✓ < ⇤QCD) e�ects are expected to dominate.
“UE/MPI” denotes the region where sources of nearly uniform radiation are relevant. (b) The ratio of the Lund jet
plane as simulated by the H����� 7.1.3 MC generator with either an angle-ordered parton shower or a dipole parton
shower. (c) The ratio of the Lund jet plane as simulated by the S����� 2.2.5 MC generator with either the AHADIC
cluster-based or Lund string-based hadronization algorithm. (d) The ratio of the LJP as simulated by either the
P�����+P����� 8.230 or P����� 8.230 MC generators. The inner set of axes indicate the coordinates of the LJP
itself, while the outer set indicate corresponding values of z and �R.

5
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of the process that underlies the fragmentation of quarks and gluons with quantum chromodynamic (QCD)
charge into neutral hadrons is not fully understood. In the soft gluon (‘eikonal’) picture of jet formation, a
quark or gluon radiates a haze of relatively low energy and statistically independent gluons [1, 2]. As QCD
is nearly scale-invariant, this emission pattern is approximately uniform in the two-dimensional space
spanned by ln(1/z) and ln(1/✓), where z is the momentum fraction of the emitted gluon relative to the
primary quark or gluon core and ✓ is the emission opening angle. This space is called the Lund plane [3].
The Lund plane probability density can be extended to higher orders in QCD and is the basis for many
calculations of jet substructure observables [4–7].

The Lund plane is a powerful representation for providing insight into jet substructure; however, the plane
is not observable because it is built from quarks and gluons. A recent proposal [8] describes a method to
construct an observable analog of the Lund plane using jets, which captures the salient features of this
representation. Jets are formed using clustering algorithms that sequentially combine pairs of proto-jets
starting from the initial set of constituents [9]. Following the proposal, a jet’s constituents are reclustered
using the Cambridge/Aachen (C/A) algorithm [10, 11], which imposes an angle-ordered hierarchy on
the clustering history. Then, the C/A history is followed in reverse (‘declustered’), starting from the
hardest proto-jet. The Lund plane can be approximated by using the softer (harder) proto-jet to represent
the emission (core) in the original theoretical depiction. For each proto-jet pair, at each step in the C/A
declustering sequence, an entry is made in the approximate Lund plane (henceforth, the ‘primary Lund jet
plane’ or LJP) using the observables ln (1/z) and ln (R/�R), with

z =
pemission

T
pemission

T + pcore
T

and �R2 = (yemission � ycore)2 + (�emission � �core)2,

where pT is transverse momentum,1 y is rapidity, R is the jet radius parameter, and �R measures the
angular separation. Using this approach, individual jets are represented as a set of points within the LJP.
Ensembles of jets may be studied by measuring the double-di�erential cross section in this space. The
substructure of emissions, which may themselves be composite objects, is not considered in this analysis.
To leading-logarithm (LL) accuracy, the average density of emissions within the LJP is uniform [8]:
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Njets

d2Nemissions
d ln(1/z)d ln(R/�R) / constant, (1)

where Njets is the number of jets. This construction of the plane is selected to separate momentum and
angular measurements, although other choices such as (ln(R/�R), kt = z�R) are valid.

The Lund plane has played a central role in state-of-the-art QCD calculations of jet substructure [12–17]
which have so far only been studied with the jet mass mjet [18, 19] (which is itself a diagonal line in the LJP:
ln 1/z ⇠ ln m2

jet/p2
T � 2 ln R/�R) and groomed jet radius [20, 21]. The number of emissions within regions

of the LJP is also calculable and provides optimal discrimination between quark and gluon jets [5].

This Letter presents a double-di�erential cross-section measurement of the LJP, corrected for detector
e�ects, using an integrated luminosity of 139 fb�1 of

p
s = 13 TeV proton–proton (pp) collision data

collected by the ATLAS detector. A unique feature of this measurement is that contributions from various

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle # as ⌘ = � ln tan(#/2).
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Ø The LJP is an abstract 
description of jet development, 
with each entry corresponding 
to the transverse momentum 
and angle of any given 
emission with respect to the 
emitter

Ø Regions of plane point to 
various physical processes

Ø Dijet (anti-kt algorithm, R = 0.4) 
events with pT,1 / pT,2 < 1.5

Ø Reconstructed by reversing the 
C/A clustering algorithm

Ø Only charged tracks in jets with
𝑝!
%&'.> 675 GeV

https://arxiv.org/abs/2004.03540
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Ø Probing PS (wide angle, left) to hadronization 
(collinear, right)

Ø Hard wide angle: differences in PS algorithms 
in Herwig7, as well as Pythia8 and Sherpa

Ø Soft collinear: different hadronization models 
in Sherpa

Ø Most MC good in describing jet core, but fail 
at small 𝑧 e.g. large angle emission

Lund Jet Plane measurement Phys. Rev. Lett. 124 (2020) 2 22002
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Figure 3: Representative horizontal and vertical slices through the LJP. Unfolded data are compared with particle-level
simulation from several MC generators. The uncertainty band includes all sources of systematic and statistical
uncertainty. The inset triangle illustrates which slice of the plane is depicted: (a) 0.67 < ln(R/�R) < 1.00, (b)
1.80 < ln(1/z) < 2.08, (c) 3.33 < ln(R/�R) < 3.67, and (d) 5.13 < ln(1/z) < 5.41.
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simulation from several MC generators. The uncertainty band includes all sources of systematic and statistical
uncertainty. The inset triangle illustrates which slice of the plane is depicted: (a) 0.67 < ln(R/�R) < 1.00, (b)
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Figure 3: Representative horizontal and vertical slices through the LJP. Unfolded data are compared with particle-level
simulation from several MC generators. The uncertainty band includes all sources of systematic and statistical
uncertainty. The inset triangle illustrates which slice of the plane is depicted: (a) 0.67 < ln(R/�R) < 1.00, (b)
1.80 < ln(1/z) < 2.08, (c) 3.33 < ln(R/�R) < 3.67, and (d) 5.13 < ln(1/z) < 5.41.
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Ø Important to study the jet origin (quark or gluon) and constituents

Ø Two different subsets: Z+jets and di-jets (1 central + 1 forward)

Ø Five jet substructure observables studied:

Ø Different fractions of gluon jets observed,                                                                
especially at low 𝑝! values 
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Figure 1: Fraction of AK4 gluon jets in the Z+jet region (red triangles), and the central (black
circles) and forward (blue squares) jets in the dijet region.

systematic uncertainties.

5 Jet substructure observables
For the AK4 and AK8 jets of interest we compute and measure a set of jet substructure observ-
ables with discrimination power to separate quark and gluon jets. The generalized angulari-
ties [44] are defined as:

lk
b = Â

i2jet
z

k
i

✓
DRi
R

◆b

, (1)

where zi is the fractional transverse momentum carried by the ith jet constituent, R is the jet
size parameter, and DRi is the displacement of the constituent from the jet axis, defined as
DRi =

p
(Dyi)

2 + (Dfi)
2 where Dyi and Dfi are the separations in rapidity and azimuthal

angle, respectively, between the jet axis and the ith constituent. The parameters k � 0 and
b � 0 control the momentum and angular contributions, respectively. For b > 1, the anti-
kT jet axis is used to calculate DR. For b  1, DR is calculated using the jet axis constructed
by the winner-takes-all (WTA) method [83]. The use of the WTA axis significantly simplifies
theoretical calculations of these observables, while for observables with b > 1 computation is
feasible with both axis definitions. However, using the anti-kT jet axis results in an observable
that is more akin to the jet mass [40]. To calculate the WTA axis, the constituents of the anti-
kT jet are reclustered using the pT-based WTA scheme. The resultant jet has the (y, f) of the
constituent with the largest pT.

The five observables measured in this note are Les Houches angularity (LHA) = l1
0.5 [84],

width = l1
1, thrust = l1

2 [85] , multiplicity = l0
0, and (p

D

T )
2 = l2

0. These are shown in Fig. 3
as points in the (k, b) plane. Of these variables, only LHA, width, and thrust are infrared and
collinear (IRC) safe as a result of having k = 1 [83]. However, multiplicity and (p

D

T )
2 have

been widely used for quark and gluon discrimination [45, 46]. The calculation of multiplic-
ity only includes constituents with pT > 1 GeV, at both detector- and particle-level. Each of
the observables is designed to emphasise a particular feature of the jet. The LHA, width, and
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Figure 1: Fraction of AK4 gluon jets in the Z+jet region (red triangles), and the central (black
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systematic uncertainties.

5 Jet substructure observables
For the AK4 and AK8 jets of interest we compute and measure a set of jet substructure observ-
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where zi is the fractional transverse momentum carried by the ith jet constituent, R is the jet
size parameter, and DRi is the displacement of the constituent from the jet axis, defined as
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(Dyi)
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b � 0 control the momentum and angular contributions, respectively. For b > 1, the anti-
kT jet axis is used to calculate DR. For b  1, DR is calculated using the jet axis constructed
by the winner-takes-all (WTA) method [83]. The use of the WTA axis significantly simplifies
theoretical calculations of these observables, while for observables with b > 1 computation is
feasible with both axis definitions. However, using the anti-kT jet axis results in an observable
that is more akin to the jet mass [40]. To calculate the WTA axis, the constituents of the anti-
kT jet are reclustered using the pT-based WTA scheme. The resultant jet has the (y, f) of the
constituent with the largest pT.

The five observables measured in this note are Les Houches angularity (LHA) = l1
0.5 [84],

width = l1
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0, and (p
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as points in the (k, b) plane. Of these variables, only LHA, width, and thrust are infrared and
collinear (IRC) safe as a result of having k = 1 [83]. However, multiplicity and (p
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2 have

been widely used for quark and gluon discrimination [45, 46]. The calculation of multiplic-
ity only includes constituents with pT > 1 GeV, at both detector- and particle-level. Each of
the observables is designed to emphasise a particular feature of the jet. The LHA, width, and
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Figure 3: The five generalized angularities lk
b used in this analysis, represented in the (k, b)

plane. The Les Houches Angularity is denoted by LHA. Adapted from [44].

thrust observables take into account both the momentum fraction and the angular distribution
of constituents within the jet. Since the weighting of the latter contribution differs across these
variables, comparing them can highlight differences in constituent positions within the jet. We
expect gluon jets to have, on average, larger values of these observables due to the larger num-
ber of constituents that are further from the jet axis. In contrast, (p

D

T )
2 places more value on

those higher-momentum constituents, irrespective of their position in the jet. With gluon jets
typically having more lower-momentum constituents, we therefore expect them to generally
have smaller values of (p

D

T )
2. While the three IRC-safe angularities are particularly sensitive to

the modelling of perturbative emissions in jets, the other two have larger contributions from
non-perturbative effects and are thus subject to larger uncertainties in their predictions and
measurements.

In this note, we measure each substructure observable with various configurations. Each ob-
servable is computed in multiple bins of pT, and for two different jet size parameters, R = 0.4
and 0.8. For each observable, we further calculate a variant where the observables are com-
puted on the jet clustered with the anti-kT algorithm from only those charged constituents of
the original jet (“charged-only”). While observables computed with both charged and neutral
constituents can be described more easily from first-principle calculations, the charged-only
variants can be measured with a better resolution as a result of the high efficiency and preci-
sion of the tracking detector.

Further, we compute a groomed variant of each observable, where the jet is reclustered with
the Cambridge–Aachen (CA) algorithm [86], and then groomed using the modified mass-drop
algorithm [87, 88], known as the soft drop algorithm [48]. This splits the jet into two subjets by
undoing the last step of the CA jet clustering. It regards the jet as the final soft drop jet if the
two subjets satisfy the condition:

min(p
(1)
T , p

(2)
T )

p
(1)
T + p

(2)
T

> zcut

⇣DR12
R

⌘bsd
, (2)

where p
(1)
T and p

(2)
T are the transverse momenta of the two subjets, R is the size parameter of

the jet, DR12 =
p
(Dy12)2 + (Df12)2 is the distance between the two subjets, and zcut and bsd

are tunable parameters of soft drop, set to zcut = 0.1 and bsd = 0 in this study. If the condition
is not met, the declustering procedure is repeated with the subjet that has the larger pT of the
two, and the other subjet is rejected. This grooming procedure removes soft and wide-angle
radiation from the jet, thereby making the jet substructure observables more resilient to effects
from pileup, underlying event, and initial-state radiation. Note that in all cases, the jet pT used

Jets are collimated sprays of particles resulting from high-energy quark and gluon production. The details
of the process that underlies the fragmentation of quarks and gluons with quantum chromodynamic (QCD)
charge into neutral hadrons is not fully understood. In the soft gluon (‘eikonal’) picture of jet formation, a
quark or gluon radiates a haze of relatively low energy and statistically independent gluons [1, 2]. As QCD
is nearly scale-invariant, this emission pattern is approximately uniform in the two-dimensional space
spanned by ln(1/z) and ln(1/✓), where z is the momentum fraction of the emitted gluon relative to the
primary quark or gluon core and ✓ is the emission opening angle. This space is called the Lund plane [3].
The Lund plane probability density can be extended to higher orders in QCD and is the basis for many
calculations of jet substructure observables [4–7].

The Lund plane is a powerful representation for providing insight into jet substructure; however, the plane
is not observable because it is built from quarks and gluons. A recent proposal [8] describes a method to
construct an observable analog of the Lund plane using jets, which captures the salient features of this
representation. Jets are formed using clustering algorithms that sequentially combine pairs of proto-jets
starting from the initial set of constituents [9]. Following the proposal, a jet’s constituents are reclustered
using the Cambridge/Aachen (C/A) algorithm [10, 11], which imposes an angle-ordered hierarchy on
the clustering history. Then, the C/A history is followed in reverse (‘declustered’), starting from the
hardest proto-jet. The Lund plane can be approximated by using the softer (harder) proto-jet to represent
the emission (core) in the original theoretical depiction. For each proto-jet pair, at each step in the C/A
declustering sequence, an entry is made in the approximate Lund plane (henceforth, the ‘primary Lund jet
plane’ or LJP) using the observables ln (1/z) and ln (R/�R), with

z =
pemission

T
pemission

T + pcore
T

and �R2 = (yemission � ycore)2 + (�emission � �core)2,

where pT is transverse momentum,1 y is rapidity, R is the jet radius parameter, and �R measures the
angular separation. Using this approach, individual jets are represented as a set of points within the LJP.
Ensembles of jets may be studied by measuring the double-di�erential cross section in this space. The
substructure of emissions, which may themselves be composite objects, is not considered in this analysis.
To leading-logarithm (LL) accuracy, the average density of emissions within the LJP is uniform [8]:

1
Njets

d2Nemissions
d ln(1/z)d ln(R/�R) / constant, (1)

where Njets is the number of jets. This construction of the plane is selected to separate momentum and
angular measurements, although other choices such as (ln(R/�R), kt = z�R) are valid.

The Lund plane has played a central role in state-of-the-art QCD calculations of jet substructure [12–17]
which have so far only been studied with the jet mass mjet [18, 19] (which is itself a diagonal line in the LJP:
ln 1/z ⇠ ln m2

jet/p2
T � 2 ln R/�R) and groomed jet radius [20, 21]. The number of emissions within regions

of the LJP is also calculable and provides optimal discrimination between quark and gluon jets [5].

This Letter presents a double-di�erential cross-section measurement of the LJP, corrected for detector
e�ects, using an integrated luminosity of 139 fb�1 of

p
s = 13 TeV proton–proton (pp) collision data

collected by the ATLAS detector. A unique feature of this measurement is that contributions from various

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle # as ⌘ = � ln tan(#/2).
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Figure 1: Fraction of AK4 gluon jets in the Z+jet region (red triangles), and the central (black
circles) and forward (blue squares) jets in the dijet region.

systematic uncertainties.

5 Jet substructure observables
For the AK4 and AK8 jets of interest we compute and measure a set of jet substructure observ-
ables with discrimination power to separate quark and gluon jets. The generalized angulari-
ties [44] are defined as:

lk
b = Â

i2jet
z

k
i

✓
DRi
R

◆b

, (1)

where zi is the fractional transverse momentum carried by the ith jet constituent, R is the jet
size parameter, and DRi is the displacement of the constituent from the jet axis, defined as
DRi =

p
(Dyi)

2 + (Dfi)
2 where Dyi and Dfi are the separations in rapidity and azimuthal

angle, respectively, between the jet axis and the ith constituent. The parameters k � 0 and
b � 0 control the momentum and angular contributions, respectively. For b > 1, the anti-
kT jet axis is used to calculate DR. For b  1, DR is calculated using the jet axis constructed
by the winner-takes-all (WTA) method [83]. The use of the WTA axis significantly simplifies
theoretical calculations of these observables, while for observables with b > 1 computation is
feasible with both axis definitions. However, using the anti-kT jet axis results in an observable
that is more akin to the jet mass [40]. To calculate the WTA axis, the constituents of the anti-
kT jet are reclustered using the pT-based WTA scheme. The resultant jet has the (y, f) of the
constituent with the largest pT.

The five observables measured in this note are Les Houches angularity (LHA) = l1
0.5 [84],

width = l1
1, thrust = l1

2 [85] , multiplicity = l0
0, and (p

D

T )
2 = l2

0. These are shown in Fig. 3
as points in the (k, b) plane. Of these variables, only LHA, width, and thrust are infrared and
collinear (IRC) safe as a result of having k = 1 [83]. However, multiplicity and (p

D

T )
2 have

been widely used for quark and gluon discrimination [45, 46]. The calculation of multiplic-
ity only includes constituents with pT > 1 GeV, at both detector- and particle-level. Each of
the observables is designed to emphasise a particular feature of the jet. The LHA, width, and

https://cds.cern.ch/record/2759616
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Ø Ratio of the mean 
of substructure 
observables in 
regions with gluon-
enriched and 
quark-enriched jets

Ø All generators 
overestimate the 
difference between 
quark and gluon 
jets at low 𝑝!

Ø At high 𝑝!, all 
generators give a 
reasonable 
description of the 
ratio
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Ø SPS processes exhibit strong kinematic 
correlations between all jets

Ø In DPS processes jets are often produced 
in two independent pairs in a back-to-
back configuration

Ø DPS needed in the models to describe 
data

2

  

Figure 1: A schematic depiction of inclusive four-jet production through SPS (left) and DPS
(right). In the case of SPS, one hard scattering produces the jets a through d, while two inde-
pendent hard scatterings create two jets each in the case of DPS. As the two jet pairs are created
independently in a DPS event, they are expected to show different kinematic correlations com-
pared to the four jets originating from a SPS event.

This note presents an analysis of the inclusive production of four jets in pp collisions at a center-
of-mass energy of 13 TeV. The data were collected with the CMS detector at the CERN LHC
in 2016, during a run with a low probability for several pp interactions occurring within the
same or nearby bunch crossings (henceforward referred to as “pileup”). This allows not only
to mitigate effects of such pileup, but also to reach down to low jet pT, albeit necessitating
a custom calibration of the jet energy scale. The collected data correspond to an integrated
luminosity of 0.042 pb�1. Data are corrected for detector effects by means of an unfolding
procedure.

Several aspects of multijet production are studied through the comparison of the distributions
of DPS-sensitive observables predicted by various Monte Carlo (MC) event generators to the
distributions measured in data. These observables all exploit the differences in the kinematic
correlations between the jets expected for SPS and DPS. The DPS cross section is extracted with
a template method: a pure DPS signal sample is reconstructed from data by randomly mixing
inclusive single-jet events and is fitted along with several SPS-only background MC models to
the distributions obtained from four-jet data. Finally, the effective cross section is computed
using Eq. (1), with sA and sB measured from data.

This note is organized as follows. In Section 2, the observables of interest are defined. Section 3
gives a brief overview of the CMS detector. The MC models used in the comparison to data are
detailed in Section 4, while the data samples, event selection, and correction procedure are dis-
cussed in Section 5. The strategy for the extraction of the DPS cross section and seff is detailed
in Section 6. Systematic uncertainties and their size for each of the unfolded observables are
discussed in Section 7. Section 8 contains a discussion of the results, which are summarized in
Section 9.

SPS DPS

References 29
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Figure 15: The results of the template fit for the POWHEG (PW) NLO 2 ! 2 model. The yellow
bands represent the total uncertainty of the distribution. In the ratio of the fitted MC model
and of the total fitted result over the data are show in the bottom plot. As the DSDPS carries a
statistical and systematical uncertainty, so does the total fitted sample. The total uncertainty of
the ratio is shown on the plot.

The distribution of the azimuthal-angle separation between the hard and soft jet pairs, DS, is
found to be the most insensitive to the details of the parton shower modeling and is used for
the extraction of the effective cross section, seff.

A strong dependence of the extracted values of seff on the model used to the describe the SPS
contribution is observed. Models based on NLO 2 ! 2 or 2 ! 3 matrix elements yield the
smallest (⇠ 10 mb) values of seff and need the largest DPS contribution. Including 4 partons in
the matrix element calculation of the SPS model introduces DPS-like correlations in the distri-
butions of DPS-sensitive observables and yields values of seff around 15 mb. The largest values
of seff (& 20 mb) are found for the models based on LO 2 ! 2 models with dedicated tunes of
the parameters controlling the parton shower and multiple-parton interactions modeling.

These results demonstrate the need for further development of models in order to accurately
describe final states with multiple jets and the kinematic correlations between the jets.
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2. Observables 3

2 Observables
Six observables are defined to study DPS in four-jet production processes. Many of these vari-
ables have been studied in earlier measurements [4–17, 20–24] and phenomenological studies
[25–30]. Ordering the four leading jets with decreasing pT and based on the azimuthal angle
(f), pseudorapidity (h), and transverse momentum vector (~pT), the variables studied in this
note can be described as follows.

• The azimuthal angular difference between the two softest jets:

Dfsoft = |f3 � f4|.
The two softest jets are more likely to be in a back-to-back configuration when pro-
duced by DPS as compared to SPS, leading to an enhanced DPS contribution around
Dfsoft = p.

• The minimal combined azimuthal angular range of three jets:

Dfmin
3j = min

n
|fi � fj|+ |fj � fk|

���i, j, k 2 [1, 2, 3, 4], i 6= j 6= k

o
.

In DPS, at least two out of three jets are more likely to be in a back-to-back config-
uration, while SPS processes have a more random distribution in their azimuthal
angular difference. A DPS process is therefore prone to yield larger values of Dfmin

3j
[30].

• The maximum pseudorapidity difference between two jets:

DY = max
n
|hi � hj|

���i, j 2 [1, 2, 3, 4], i 6= j

o
.

As the maximum separation in pseudorapidity between two jets becomes larger,
the probability for the two jets to originate from two different parton interactions
increases.

• The azimuthal angular difference between the jets with the largest pseudorapidity
separation:

fij = |fi � fj| for DY = |hi � hj|
As the most remote jets are more prone to be produced in separate DPS sub-processes,
a de-correlation in the distribution of the azimuthal angular difference of these jets
is expected, whereas the jets will show stronger correlations in a SPS event.

• The transverse momentum balance of the two softest jets:

DpT,soft =
|~pT,3 + ~pT,4|
|~pT,3|+ |~pT,4|

.

When the two softest jets originate from a DPS process, they are more likely to be in
a back-to-back configuration rendering the value for DpT,soft small. In SPS processes,
the two softest jets do not necessarily balance.

• The azimuthal angular difference between the hard and the soft jet pair:

DS = arccos
✓
(~pT,1 + ~pT,2) · (~pT,3 + ~pT,4)

|~pT,1 + ~pT,2| |~pT,3 + ~pT,4|

◆
.

In a DPS process, the two jet pairs are more likely to be independently produced,
yielding a DS distribution that is flatter, while in SPS the four jets must balance so
that the distribution peaks around p. One may thus expect sensitivity to DPS to-
wards low values of DS.

http://cds.cern.ch/record/2758368
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Ø Clear need for further development 
of models 

8

a fraction of the cases. A “four-jet efficiency” (e4j) has been obtained from data as detailed
below.

Events that meet the online and offline analysis criteria are stored in two disjunct datasets. Each
event with at least one jet with pT > 50 GeV from the first dataset is combined with another
event with at least one jet with pT > 30 GeV from the second dataset. A combined event is
discarded whenever two or more jet axes spatially coincide. This veto condition is formulated
as Rij = (|fi � fj|2 + |hi � hj|2)1/2 � 0.4, where the indices i and j indicate jets belonging to
an event from the first and second data sample, respectively. The newly constructed combined
event sample is then subjected to the four-jet selection criteria of region I I. A four-jet efficiency
of e4j = 0.324 +0.037

�0.065(syst.) is found, with a negligible statistical uncertainty.

Because of the overlapping pT ranges, the processes A and B are not always distinguishable
and the cross section for process B has therefore to be rewritten as the sum of the cross section
for process A (sA) and the difference of the cross sections for processes B and A (sB � sA).
Taking into account the correct combinatorial factor along with the four-jet efficiency, the DPS
formula (1) can be reformulated as:

sDPS
A,B =

e4j

seff

✓
1
2

s2
A + sA · (sB � sA)

◆

=
e4jsAsB

seff

✓
1 � 1

2
sA
sB

◆
. (2)

The cross sections sA and sB are determined by integrating the pseudorapidity spectra for jets
with pT above 50 and 30 GeV in data, which are unfolded in exactly the same manner as all
other distributions. The DS observable is chosen for the extraction of the DPS cross section and
seff because it has been found to be the least affected by parton shower effects.

The fraction of DPS events, fDPS, is extracted by performing a template fit to the unfolded
DS distribution. The distributions obtained from MC models that do not contain an explicit
DPS contribution are taken as the background, i.e., SPS-only, templates. The signal template is
taken from the combined data sample, which is used to extract the DS distribution in exactly
the same manner as before, including the correction for detector effects by means of unfolding.
The DPS signal and SPS background DS distributions are both normalized to the integral of the
DS distribution obtained from the four-jet events in data. The optimal value of the DPS fraction
fDPS is determined by performing a template fit based on a maximum likelihood technique
using Poisson statistics [70]:

sData(DS) = fDPS · sData
DPS (DS) + (1 � fDPS) · sMC

SPS (DS). (3)

The cross section sDPS
A,B , needed for the extraction of seff, is then given by the integral of the DS

distribution measured in data, scaled with the DPS fraction fDPS:

sDPS
A,B = fDPS

Z
sData(DS)d(DS). (4)

𝝈eff shows a strong 
dependence on the model

http://cds.cern.ch/record/2758368
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Ø 𝒁 → 𝒍𝒍 + jets selection: 

Ø Single lepton trigger of 𝑝! > 25 GeV, 2 OS leptons (ee/𝜇𝜇), with 𝑝! > 27 
GeV, |𝜂|< 2.5, 76 < 𝑚// <1 06 GeV 

Ø ≥ 1 or ≥ 2 jets reconstructed with Anti-kt algorithm (ΔR = 0.4) with 𝑝! > 20 
GeV and |𝜂|< 2.5 

Ø b-jet candidate selection relies on long lifetime, secondary vertices, decay 
pattern, etc. 

Table 2: List of optimised hyperparameters used in the MV2 tagging algorithm.
Hyperparameter Value
Number of trees 1000
Depth 30
Minimum node size 0.05%
Cuts 200
Boosting type Gradient boost
Shrinkage 0.1
Bagged sample fraction 0.5

Table 3: List of optimised hyperparameters used in the DL1 tagging algorithm.
Hyperparameter Value
Number of input variables 28
Number of hidden layers 8
Number of nodes [per layer] [78, 66, 57, 48, 36, 24, 12, 6]
Number of Maxout layers [position] 3 [1, 2, 6]
Number of parallel layers per Maxout layer 25
Number of training epochs 240
Learning rate 0.0005
Training minibatch size 500
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Figure 1: Distribution of the output discriminant of the (a) MV2 and (b) DL1 b-tagging algorithms for b-jets, c-jets
and light-flavour jets in the baseline tt̄ simulated events.
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EPJC 79 (2019) 970

Ø Tracking & jet information condensed using 
multivariate algorithms for separation of b-
jets vs different flavour jets (c- or light-
flavour) 

Ø Require 1 or 2 jets passing a “cut” on MV b-
tagging algorithm corresponding of 70% 
efficiency for b-jets (vs mistag of ~10% c-
jets and ~0.4% for light-jets) 

https://arxiv.org/abs/2003.11960
https://arxiv.org/abs/1907.05120
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Ø Z+≥1 b-jet & Z+≥2 
b-jets phase 
space (mostly) 
well described 
by 5FS, while 4FS 
shows deficits in 
Z+≥1 b-jet 

Ø Some tensions 
with data at high 
𝑚00 (and high 
jet- 𝑝!) but large 
errors in both 
theory and 
measurement 
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Figure 11: Measured cross-section as a function of the �R between the Z-boson candidate and the leading b-jet in
events with at least one b-jet. The data are compared with the predictions from S����� 5FNS (NLO), A����� +
P�6 4 FNS (LO), S����� F����� 4FNS+5FNS (NLO), S����� Z�� 4FNS (NLO), MG�MC + P�8 5FNS (LO),
MG�MC + P�8 Z�� 4FNS (NLO) and MG�MC + P�8 5FNS (NLO). The error bars correspond to the statistical
uncertainty, and the hatched bands to the statistical and systematic uncertainties of the data, added in quadrature. The
red band corresponds to the statistical and theoretical uncertainties of S����� 5FNS (NLO) added in quadrature.
Only statistical uncertainties are shown for the other predictions.
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Figure 13: Measured cross-section as a function of �R between the two leading b-jets (left) and invariant mass of
the two leading b-jets (right) in events with at least two b-jets. The data are compared with the predictions from
S����� 5FNS (NLO), A����� + P�6 4 FNS (LO), S����� F����� 4FNS+5FNS (NLO), S����� Z�� 4FNS (NLO),
MG�MC + P�8 5FNS (LO), MG�MC + P�8 Z�� 4FNS (NLO) and MG�MC + P�8 5FNS (NLO). The error bars
correspond to the statistical uncertainty, and the hatched bands to the data statistical and systematic uncertainties
added in quadrature. The red band corresponds to the statistical and theoretical uncertainties of S����� 5FNS (NLO)
added in quadrature. Only statistical uncertainties are shown for the other predictions.
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Ø Challenge for searches and test of other process in such phase space 

https://arxiv.org/abs/2003.11960


epWZVjets20 PDF fit
Ø QCD fit to DIS data from HERA and the ATLAS Electroweak boson data: W,Z at 

7 TeV (Eur. Phys. J. C 77 (2017) 367), W + jets (JHEP 05 (2018) 077) and Z + jets
at 8 TeV (EPJC 79 (2019) 847)

Ø V+jets data sensitivity to PDFs up to x ~ 0.3

Ø As soon as global fitters include ATLAS W,Z at 7 TeV data,                                    
they get in better agreement with ATLAS predictions
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Figure 5: A scan in j
2 with respect to the ⇠3̄ fit parameter, where G3̄ ⇠ (1� G)⇠3̄ . At each point, all other parameters

are fitted along with the nuisance parameters corresponding to experimental systematics. The ATLASepWZ20U,
ATLASepWZVjet20 fits are shown separately. The total j2 is shown in Fig. (a), whereas the j

2 in Fig. (b) is
separated into contributions from HERA and ATLAS data.

⇠3̄ value exhibited by the ATLASepWZ20U fit. The + + jets data provide su�cient constraining power in282

addition to the inclusive , , / data to dominate the result and remove the ambiguity of the multiple local283

minima observed in the ATLASepWZ20U fit.284

4.3 Strange-quark density285

The QCD analysis of the inclusive , and / measurements by ATLAS which formed the ATLASepWZ16286

PDF set led to the observation that strangeness is unsuppressed at low G (. 0.023) for &2 = 1.9 GeV2.287

This was the case for the ATLASepWZ16 fit for every variation of parameterisation used. Furthermore, a288

Hessian profiling exercise of the global PDFs MMHT14 and CT14 demonstrated that the e�ect of the input289

of these data would be to increase the ratio of the strange to the up and down sea [10]. Although profiling290

the PDFs does not necessarily give the same result as including the data in a fit, it is indeed the case for the291

CT18A update of CT14 that the strangeness density is increased [3]. Before the first LHC precision , , /292

data, it was widely assumed that the strange sea-quark density is suppressed for all G equally relative to the293

up and down sea by a factor of ⇠ 2 at &2 = 1.9 GeV2. It is therefore of particular interest to check the294

impact of the new + + jets data on the strange-quark density.295

The fraction of the strange-quark density in the proton can be characterised by the quantity 'B, defined as296

the ratio:297

'B =
B + B̄

D̄ + 3̄

(4)

which uses the sum of D̄ and 3̄ as reference for the strange-sea density.298
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Figure 8. The Rs = (s+ s̄)/(ū+ d̄) distribution, evaluated at Q2 = 1.9GeV2, (a) extracted from the
ATLASepWZ20 (green) and ATLASepWZVjet20 (blue) fits with experimental and total uncertainties
plotted separately, and (b) extracted from the ATLASepWZVjet20 fit only with experimental, model
and parameterisation uncertainties shown separately in red, yellow and green, respectively.

4.4 Comparison with global PDFs

The ATLASepWZVjet20 Rs distribution is shown in figure 9 in comparison with the
global PDF sets ABMP16 [2], CT18, CT18A [3], MMHT14 [4] and NNPDF3.1 [5].5 An
additional comparison in the figures is made with a recent update of the NNPDF3.1 fit
with some additional data, including the full ATLAS 7TeV inclusive W and Z data set,
labelled NNPDF3.1_strange [48]. Tension between the ATLASepWZVjet20 fit and the
global analyses is reduced compared to the ATLASepWZ16 and ATLASepWZ20 PDF
sets, but persists to multiple standard deviations in the range 10−2 ! x ! 10−1 for the
global analyses which do not use the full ATLAS 7TeV data set. This is highlighted in
summary plots of Rs evaluated at x = 0.023, Q2 = 1.9GeV2 and at x = 0.013, Q2 = m2

Z

in figure 10. Better agreement is observed with the CT18A PDF set, which includes both
the data used in the CT18 fit and the ATLAS 7TeV data, although tension remains with
the NNPDF3.1_strange PDF set, which also uses this data. At high x " 0.02, the Rs

distribution of the ATLASepWZVjet20 fit falls more steeply than the Rs distribution in
global analyses and is approximately zero at x " 0.2. The uncertainty of the NNPDF sets
are large at x > 0.3 where the data give no constraint.

In figure 11 the extracted x(d̄ − ū) distribution at Q2 = 1.9GeV2 is shown in com-
parison with the results of the latest global PDF sets, all of which use E866 data. The
ATLASepWZVjet20 PDF set is consistent with these global PDF sets up to x ∼ 0.1, but
deviates from them for x > 0.1, where the W + jets and Z + jets data are most sensitive
and demonstrate a preference for a higher xd̄ distribution as discussed in section 4.1. A
new result from the SeaQuest/E906 collaboration has recently become available [51], which
may also be in tension with the E866 data. Whereas the Rs distribution of the CT18A

5All these comparisons are done only at NNLO, and not at NLO.
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Figure 10. Summary plots of Rs evaluated at (a) x = 0.023 and Q2 = 1.9GeV2, and (b) x = 0.013
and Q2 = m2

Z , for the ATLASepWZVjet20 PDF set in comparison with global PDFs [2–5, 48],
and the ATLASepWZ16 and ATLASepWZ20 sets. The experimental, model and parameterisation
uncertainty bands are plotted separately for the ATLASepWZVjet20 results. Each global PDF set
is taken at αS(mZ) = 0.1180 except for ABMP16 which uses the fitted value αS(mZ) = 0.1147. All
uncertainty bands are at 68% confidence level, evaluated for the CT18 PDFs through scaling by
1.645 as recommended by the PDF4LHC group [50].

20 fb−1 of integrated luminosity. The data were fitted along with the data sets used for
the previous ATLASepWZ16 fit, i.e. the full combined inclusive data set from HERA and
the ATLAS inclusive W and Z production data recorded at √

s = 7TeV. For the new
ATLASepWZVjet20 PDF set, correlations between all significant systematic uncertainties
across different data sets were considered.

The resulting PDF set is similar to the ATLASepWZ16 set for the up-type quarks
and gluon. The down and strange sea-quark distributions exhibit significantly smaller
experimental and parameterisation uncertainties at high Bjorken x. As a result, the ratio of
the strange-quark to light-quark densities, Rs, is better constrained and found to fall more
steeply at high x. The x(d̄ − ū) difference is positive, in better agreement with the global
PDF analyses which use E866 Drell-Yan data up to x ∼ 0.1 but differs at higher values of
x by up to two standard deviations. At low x ! 0.023, the fit confirms the unsuppressed
strange PDF as observed in the ATLASepWZ16 PDF set, while it maintains a positive
x(d̄ − ū) distribution at high x.
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epWZVjets20 PDF fit
Ø QCD fit to DIS data from HERA and the ATLAS Electroweak boson data: W,Z at 

7 TeV (Eur. Phys. J. C 77 (2017) 367), W + jets (JHEP 05 (2018) 077) and Z + jets
at 8 TeV (EPJC 79 (2019) 847)

Ø Nice agreement up to 𝑥 ≃ 0.1 (negative 𝑥(𝑑̅ − H𝑢) without V+jets 8 TeV data)

Other distributions in better agreement with global fitters!
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Figure 6. The x(d̄ − ū) distribution evaluated at Q2 = 1.9GeV2 as a function of Bjorken x (a)
extracted from the ATLASepWZ20 (green) and ATLASepWZVjet20 (blue) fits with experimental
and total uncertainties plotted separately, and (b) extracted from the ATLASepWZVjet20 fit only
with experimental, model and parameterisation uncertainties shown separately in red, yellow and
green, respectively.

found the proton x(d̄− ū) distribution to be positive at high x, peaking at x(d̄− ū) ∼ 0.04 at
x ∼ 0.1 [13]. In contrast, the ATLASepWZ16 PDF set gives a negative central distribution
with its lowest value at x(d̄ − ū) ∼ −0.035 for x ∼ 0.1, although the uncertainties are such
that it is compatible with zero within two standard deviations.

The x(d̄ − ū) distribution as function of Bjorken x at Q2 = 1.9GeV2 is shown in
figure 6, with a comparison between ATLASepWZVjet20 and ATLASepWZ20 displaying
the direct effect of the V + jets data, and with the experimental, model and parameterisation
uncertainties plotted separately. The impact of the V + jets data is to place significant
constraints on the total uncertainty at high x, with an overall positive distribution of central
values driven by the increase in the high-x d̄ distribution, as discussed in section 4.1.

To understand the effect of the different data sets on the high-x xd̄ distribution, a scan
of χ2 is performed through the parameter controlling the behaviour in this region, Cd̄.

3 A
high Cd̄ value of ∼ 10 corresponds to a lower xd̄ distribution at high x, as exhibited by
the ATLASepWZ20 fit. Conversely, a low Cd̄ value of ∼ 2 corresponds to the higher xd̄

distribution at high x as exhibited by the ATLASepWZVjet20 fit.
In figure 7a, this scan is shown for each of the presented PDF fits, where the χ2 is

evaluated as a function of the scanned parameter, Cd̄. At each point, all other parameters
(including nuisance parameters associated with experimental uncertainties) are re-fitted and
the minimum χ2 of the scan, χ2

min, is subtracted for comparison between fits.
The χ2 of the ATLASepWZ20 fit is smallest at a value of Cd̄ = 10±1, whereas the χ2 of

the ATLASepWZVjet20 fit is smallest at a lower Cd̄ = 1.6±0.3, corresponding to a higher xd̄
distribution at x ! 0.1 consistent with the PDFs presented in section 4.1. Another shallow

3The other main contributor to the difference between the fits, Cs̄, could equally be considered and would
provide a similar insight as these two parameters are highly correlated.
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Figure 11. The x(d̄− ū) distribution evaluated at Q2 = 1.9GeV2 as a function of Bjorken x, for the
ATLASepWZVjet20 PDF set in comparison with global PDFs (a) ABMP16 and CT18, (b) MMHT14
and NNPDF3.1, and in additional comparisons with (c) CT18 and CT18A, and (d) NNPDF3.1 and
NNPDF3.1_strange [2–5, 48]. The experimental and total uncertainty bands are plotted separately
for the ATLASepWZVjet20 result. Each global PDF set is taken at αS(mZ) = 0.1180 except for
ABMP16 which uses the fitted value αS(mZ) = 0.1147. All global PDF uncertainty bands are at
68% confidence level, evaluated for the CT18 PDFs through scaling by 1.645 as recommended by
the PDF4LHC group [50].
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Conclusion and outlook
Ø QCD is an essential ingredient of SM, its apparent formal simplicity covers a 

very complex phenomenology 

Ø Important to improve precision on other measurements, but a very interesting 
and intellectually challenging problem/process by itself 

Ø Enormous theory effort to improve precision, now being matched by 
important measurements in specific regions of phase space 

Ø Despite many improvements, still many divergences exist, and more corners of 
phase space need to be measured

Ø Many more clever measurements needed, I just presented some of them

Ø Stay tuned! More results coming soon! 
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b-quark fragmentation properties
Ø Identify B hadron from 𝐵± → 𝐽/𝜓𝐾± → 𝜇2𝜇3𝐾±

Ø Associate B meson to jet and compute 

Ø Unfold at particle level in different bins of 𝑧, 𝑝!4&/ and 𝑝!
%

Ø 𝑱/𝝍: 2 OS 𝜇 with 𝑝! > 6 GeV, |𝜂| < 2.5                                                                        
and 2.6 < 𝑚55 < 3.6 (displaced vertex)

Ø 𝑲±: third track from the same vertex,                                                                          
𝑝! > 4 GeV, |𝜂| < 2.5

Ø Main systematics:
Ø Jet Energy Scale and resolution 
Ø B meson reconstruction
Ø Use of a specific MC model in the                                                                    

unfolding procedure
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Fig. 1. Topologies of some of the B meson decay channels considered.

Table 5

Measured values of lifetimes and lifetime ratios (from PDG2012) compared
with theoretical predictions [33–35].

Lifetime ratio Predicted range Measured value (PDG2012)

⌧ (B+)/⌧ (B0) 1.04–1.08 1.079 ± 0.007
⌧̄ (B0

s )/⌧ (B
0) 0.99–1.01 1.05 ± 0.06

⌧ (⇤b)/⌧ (B0) 0.83–0.93 0.904 ± 0.032

Heavy Quark Expansion technique. The predictions for b hadron lifetimes are shown in Table 5 together with the PDG2012
measured values.

Theworld average B+ and B0 lifetimes are dominated by the result from the CDF experiment [19]with fully reconstructed
channelswith a J/ , and Belle, whose published result [21] is a combination ofmany channels including fully reconstructed
channels with a J/ or with other hadrons, and semileptonic channels. Thosemeasurements are now limited by systematic
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ATLAS DRAFT

1 Introduction30

The fragmentation of heavy quarks is a crucial aspect of Quantum Chromodynamics (QCD). Detailed31

studies and precision measurements of the heavy quark fragmentation properties allow for a deeper32

understanding of QCD. Furthermore, a reliable modelling of the fragmentation is of great importance33

for measurements of the production of Higgs bosons [1, 2] and top quarks [3, 4], whose hadronic decays34

predominantly feature heavy quarks. Uncertainties related to the modelling of the fragmentation processes35

of 1-quarks into hadrons are significant in the most precise top mass determinations [5–9], and are also the36

subject of theoretical study [10–13]. This subject has been studied in 4+4� collisions for charm [14–17]37

and bottom quarks [18–22]. In hadron-hadron collisions, measurements of observables sensitive to the38

heavy flavour fragmentation functions have been provided for ⇡⇤ mesons [23], ⇡0 mesons [24] and �/k39

quarkonia [25].40

41

The Monte Carlo (MC) predictions used at the LHC are tuned to describe the measurements in 4+4�42

collisions at relatively low centre-of-mass energies. Therefore, new measurements of 1-quark fragmentation43

can be used to improve the MC simulation at LHC energy scales.44

45

This analysis presents a measurement of the fragmentation of 1-quarks into charged ⌫ mesons us-46

ing the ATLAS full Run 2 dataset, containing 139 fb�1of ?? collisions at
p
B = 13 TeV. To this end,47

the ⌫± resonance is reconstructed using the decay chain ⌫± ! �/k ± ! `
+
`
�
 

±. The procedure is48

similar to those in previous ATLAS measurements involving ⌫± ! �/k ± final states [26, 27]. Jets are49

reconstructed using the anti-:C algorithm with radius parameter ' = 0.4. The reconstructed ⌫ mesons are50

associated to jets and the longitudinal and transverse momentum profiles, I and ?rel
T , are defined as51

I =
Æ?⌫ · Æ? 9

| Æ? 9 |2
; ?

rel
T =

| Æ?⌫ ⇥ Æ? 9 |
| Æ? 9 |

,52

where Æ?⌫ is the three-momentum of the ⌫ hadron and Æ? 9 is the three-momentum of the jet. The longitudinal53

profile, I, quantifies the fraction of the jet momentum carried by the ⌫ meson in the direction parallel to54

the jet axis. On the other hand the transverse profile, ?rel
T , quantifies the momentum of the ⌫ meson in the55

direction orthogonal to the jet axis. These variables are sensitive to the fragmentation function ⇡⌘

@
(G,&2),56

which is defined as the probability of a quark @ to fragment into a hadron ⌘ with an energy fraction G at a57

scale & [28, 29]. The measurement is performed in di�erent intervals of the jet transverse momentum,58

which provides a probe of the scaling of the fragmentation functions. Furthermore, as discussed in the59

following, these observables are also sensitive to the contributions of gluons producing a 11̄ pair. Since, in60

many cases, 11̄ pairs arising from the splitting of high-?T gluons are not resolved in two di�erent jets, the61

reconstructed ⌫ meson carries a smaller fraction of the jet energy, resulting in a flatter distribution of I and62

?
rel
T compared to jets with a single hard scattering 1-quark.63

64

The paper is structured as follows: Section 2 is dedicated to the description of the ATLAS detec-65

tor. A summary of the MC samples used throughout the analysis is included in Section 3, and the object66

and event selection is described in detail in Section 4. Section 5 is dedicated to the estimation of the purity67

corrections, while a discussion of the subsequent corrections for detector e�ects is found in Section 6. The68

uncertainties a�ecting this measurement are discussed in Section 7 and finally, the results are presented in69

Section 8. Section 9 is left for summary and conclusions.70
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Figure 2: Fits to the invariant mass distributions of ⌫± candidates for 0.37 < I < 0.44 in the lowest and highest jet-?T

bins (top) and 2.2 GeV < ?
rel
T < 3.0 GeV in the lowest and highest jet-?T bins (bottom). The bottom panels show the

di�erence between the data and the fit, divided by the statistical uncertainty of the data.
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b-quark fragmentation properties
Ø Disagreement with Herwig7 

dipole PS due to larger gluon 
splitting 𝑔 → 𝑏H𝑏

Ø Sherpa cluster model    
disagrees at high 𝑧 and low    
𝑝!4&/

Ø Herwig7 angle-ordered PS     
and Sherpa Lund model give 
similar results for 𝑧 (not true for 
𝑝!4&/)

Ø Pythia8 Monash overestimates 
data at middle 𝑧 and low 𝑝!4&/

Ø Data well described by 
Pythia8 A14+𝑟0 = 1.05 (value 
fitted from LEP data)

𝑟! = Pythia8 tune parameter         
controlling b-fragmentation
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Figure 6: Distributions of the longitudinal profile I and the transverse profile ?
rel
T for 50 GeV < ?T < 70 GeV,

together with di�erent predictions from P����� 8, S����� and H����� 7. The vertical error bars represent the total
experimental uncertainties.
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Figure 7: Distributions of the longitudinal profile I and the transverse profile ?
rel
T for 70 GeV < ?T < 100 GeV,

together with di�erent predictions from P����� 8, S����� and H����� 7. The vertical error bars represent the total
experimental uncertainties.
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Figure 8: Distributions of the longitudinal profile I and the transverse profile ?
rel
T for ?T > 100 GeV, together with

di�erent predictions from P����� 8, S����� and H����� 7. The vertical error bars represent the total experimental
uncertainties. In the first bin of the ?

rel
T distribution, the prediction by the S����� sample using the cluster model is

outside the range of the ratio panel.

In order to explicitly test the scale dependence of the longitudinal and transverse profiles, the average
values of the longitudinal and transverse profiles, hIi and h?rel

T i, are studied as a function of the jet ?T. The
results, together with the MC predictions, are shown in Figure 9. All P����� samples describe the scale
dependence reasonably well for both hIi and h?rel

T i, although the samples using the A14 and A14-�� tunes
predict slightly larger values of hIi (and slightly lower values of h?rel

T i) than measured in data. The S�����
sample making use of the cluster hadronisation model fails to describe the h?rel

T i data, disagreeing by 10%
to 25%, but describes the hIi distribution reasonably well, except at high ?T. The S����� sample interfaced
to the Lund string hadronisation model describes the hIi data well, while showing small discrepancies for
h?rel

T i, although much smaller than when using the cluster model. The H����� 7 sample making use of the
angle-ordered parton shower describes the hIi scale dependence very well, while showing discrepancies of
up to 15% for the h?rel

T i data. Finally, the H����� 7 sample implementing the dipole-based parton shower
fails to describe both the hIi and h?rel

T i profiles, showing discrepancies of up to 10% for the former, and up
to 20% for the latter.
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Pairs of isolated photons at 13 TeV
Ø 𝑝!,6 > 40 (30) GeV and |𝜂6| < 2.37 (excluding                                                           

1.37 < |𝜂6| < 2.37)

Ø Dominant systematics: jets misidentification                                                             
as photons, photon isolation and identification

Ø NNLOJET and Sherpa provide the best 
description of data in the regions expected to 
be modelled well by perturbative QCD 

Ø Good data description by Sherpa where the 
effects of multiple collinear or soft QCD 
emissions are relevant 
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Figure 10: Integrated fiducial cross-section comparison between ATLAS data and theory predictions.

9 Results

9.1 Integrated cross section in the fiducial phase space

The measurement of the di�erential cross section as a function of ?T,W2 is used to compute the integrated
fiducial cross section,

fWW = 31.4 ± 0.1 (stat.) ± 2.4 (syst.) pb.

The integration is also performed over the other di�erential cross-section measurements yielding compatible
results. The fiducial phase space is defined in Table 1.

A comparison of the measured cross section with the theoretical predictions (see Figure 10 and Table 5)
shows the importance of higher-order QCD contributions even for such an inclusive diphoton measurement.
The predictions from S����� MEPS@NLO, which has NLO multi-leg matrix elements supplemented by a
parton shower, and that from the fixed-order NNLO prediction as implemented in N������ are the only
predictions compatible with the data within the uncertainties. The predictions limited to LO or NLO QCD,
as implemented in N������ (N)LO and D����� NLO, fail to agree with the data and also do not provide a
reliable estimate of the perturbative uncertainties, as will be discussed further below.

Table 5: Integrated fiducial cross section from ATLAS data compared with theory predictions with their systematic
uncertainties from QCD scale variations.

Fiducial cross section [pb] fWW ± unc.

S����� MEPS@NLO 33.2 +7.7
�5.6

N������ NNLO 29.7 +2.4
�2.0

NLO 19.6 +1.6
�1.3

LO 5.3 +0.5
�0.5

D����� NLO 20.8 +3.2
�2.9

Data 31.4 2.4
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Figure 11: Di�erential cross sections measured as functions of ?T,W1 , ?T,W2 , <WW and | cos \⇤ |(CS) (black error
bars) compared with the predictions from D����� NLO, N������ NNLO and S����� MEPS@NLO (lines with
coloured bands). At the bottom of each plot, the ratio of the prediction to the data is shown. Uncertainty bars on the
data represent the total uncertainty, while uncertainty bands (bars) on the predictions represent perturbative scale
(statistical) uncertainties. Inset plots show the core of each distribution on a linear scale. For ?T,W1 , ?T,W2 and <WW

the last bin is only visible in the ratio inset and includes the overflow events.

0T,WW ⇡ 40 GeV, or q⇤
[
⇡ 0.5), N������ underestimates the data, while for a large decorrelation they agree

well, in contrast to the NLO predictions from D�����, which fail to accurately model the shape of these
distributions over the full measured range.

For scattering angles close to the limit | cos \⇤ |(CS)
! 1, the fixed-order predictions underestimate the

measured rate. This region is sensitive to uncorrelated photons, which can occur as a consequence of the
associated production of multiple jets. The NNLO prediction is a�ected by larger perturbative uncertainties
in this region; this is an indication of the (N)LO-accurate associated production of two jets (one jet)
becoming relevant. The multi-leg merged prediction from S����� provides a better description of the
measured cross section in this region.
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Figure 12: Di�erential cross sections measured as functions of q⇤
[
, c � �qWW , ?T,WW , and 0T,WW (black error bars)

compared with the predictions from D����� NLO, N������ NNLO and S����� MEPS@NLO (lines with coloured
bands). At the bottom of each plot, the ratio of the prediction to the data is shown. Uncertainty bars on the
data represent the total uncertainty, while uncertainty bands (bars) on the predictions represent perturbative scale
(statistical) uncertainties. Inset plots show the core of each distribution on a linear scale. For q⇤

[
, ?T,WW and 0T,WW

the last bin is only visible in the ratio inset and includes the overflow events.
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