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Computing in life sciences...

e Partl
— Whoam I?

— Introduction to the countries we will explore
e Part Il: Grid usage in life sciences
e Part lll: Clouds in life sciences

e Part IV: Entering a new world
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* Grid computing is Cloud computing

— Platform as a service (Paa$) is a category of cloud
computing services that provides a computing
platform and a solution stack as a service

* High Throughput Computing
— Analyzing large volumes of data

— Cluster, Grid and Cloud computing best fitted for
embarrassingly parallel calculations

* High Performance Computing

— Supercomputers best fitted to run complex models
— Out of the scope of this talk
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e 1.1 Affective neuroscience 1.2 Anatomy 1.3 Astrobiology 1.4 Biochemistry
1.5 Biocomputers 1.6 Biocontrol 1.7 Biodynamics 1.8 Bioinformatics 1.9
Biology 1.10 Biomaterials 1.11 Biomechanics 1.12 Biomedical science 1.13
Biomedicine 1.14 Biomonitoring 1.15 Biophysics 1.16 Biopolymers 1.17
Biotechnology 1.18 Botany 1.19 Cell biology 1.20 Cognitive neuroscience
1.21 Computational neuroscience 1.22 Conservation biology 1.23
Developmental biology 1.24 Ecology 1.25 Environmental science 1.26
Ethology 1.27 Evolutionary biology 1.28 Evolutionary genetics 1.29 Food
science 1.30 Genetics 1.31 Genomics 1.32 Health Sciences 1.33
Immunogenetics 1.34 Immunology 1.35 Immunotherapy 1.36 Kinesiology
1.37 Marine biology 1.38 Medical devices 1.39 Medical imaging 1.40
Medical Social Work 1.41 Microbiology 1.42 Molecular biology 1.43
Neuroethology 1.44 Neuroscience 1.45 Oncology 1.46 Optogenetics 1.47
Optometry 1.48 Parasitology 1.49 Pathology 1.50 Pharmacogenomics 1.51
Pharmaceutical sciences 1.52 Pharmacology 1.53 Physiology 1.54
Population dynamics 1.55 Proteomics 1.56 Psychiatric social work 1.57
Psychology 1.58 Sports science 1.59 Structural biology 1.60 Systems
biology 1.61 Zoology

Life Sciences communities requiring High Throughput data analysis are currently using grid
and/or cloud infrastructures
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e Background

— Physicist by training

— Interest for life sciences by education
e CV

— 1990: PhD in Nuclear Physics at CEA
Saclay

— 1990-1998: hadronic physics (SLAC —
TINAF)

— 1998-2002: LHCb@CERN

— 2000-2014: interface between physics
and life sciences
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e The Grid and I...

— 2000-2010: deployment of biomedical applications
on grid infrastructures (DataGrid, EGEE)

— 2010-2014: France-Grilles
* Today, my professional life is shared between:

— Leading the France National Grid Initiative
— Exploring the impact of radiation on evolution

* Mediator between grid technologists and @
researchers in life sciences and healthcare
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* Lands visited
— Molecular biology
— Structural biology
— Drug discovery

— Medical imaging
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Institut des Grilles

* Change in scale in the last 10 years
* Technological revolution: high throughput sequencing

* Encyclopedic approach: all genes, all proteins, all
Interactions, ...

* New perspective: from the genome to the organism
biological properties

* Biologists are flooded by an avalanche of
heterogeneous data

* 25% of the time to collect data, 75% to analyze the
data

Credit: J-F Gibrat



e

NV A
‘)(j Seq@ncm?genom

Genome = DNA sequence (4
nucleotids: A, C, G, T)

— Smallest non viral genome: Carsonella
ruddii (0,16M base pairs)

— Largest genome: Polychaos dubium
(670G base pairs)

* Human genome sequencing (3G
base pairs)

— 10 year effort
— 3 billion USD

* Time has changed...

Credit: J-F Gibrat
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X Shotgun sequencing

SHOTGUN SEQUENCING A GENOME

= e
o M mﬂ""’»....n.. 160 kb fragments €~ "o,
Genomic DNA

BAC library ( o \/

\

1-kb fragments =

“Shotgun
clones”

sequences

Shotgun TAGCGATCGATTTAGACTCGATAA

[

\/

TAGCGATCGATTTAGACTCGATAAGGATGCGATACTACG

[

Draft sequence \V

1. Cut DNA into fragments of ~160 kb, using
sonication.

2. Insert fragments into bacterial artificial
chromosomes; grow in E. coli cells to obtain

large numbers of each fragment.
Main bacterial 9 9

chromosome

3. Purify each 160-kb fragment, then cut
each into a set of 1-kb fragments, using
sonication, so that 1-kb fragments overlap.

4. Insert 1-kb fragments into plasmids; grow
in E. coli cells. Obtain many copies of each
fragment.

5. Sequence each fragment. Find regions
where different fragments overlap.

TAGACTCGATAAGGATGCGATACTACG

6. Assemble all the 1-kb fragments from
each original 160-kb fragment by matching
overlapping ends.

7. Assemble sequences from different BACs

Copyright © 2008 Pearson Benjamin Cummings. All rights reserved.

(160-kb fragments) by matching overlapping
ends.

Institut des Grilles
ct du cloud du CNRS
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* Since 2007, new sequencing
technologies

* One “run” (a few days) produces
up to 3 billion “reads” =
fragments of 2x100 base pairs

— A few TOctets of raw data
— individual sequence read has about
0.5% error rate

* Sequencing cost dropped from
10.000 S to 0.03 S per million of
sequenced nucleotids

Credit: J-F Gibrat
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e [EEREEs Ssiemee o \Whole
__ﬂ ’?M " " B - genome re-
1 TA il ==  sequencing
4&, | * Ancient
""""" genomes
- * Metagenomics
* Cancer
genomics
* Genomic
epidemiology

redit. snendure & A
B (2012) Nat. Biotech.
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* Interest for a new genome requires assembly

— process of taking a large number of short DNA sequences and
putting them back together to create a representation of the
original

— Algorithms based on read overlapping benefit from large RAM (1
TO) -> HPC

 Working with a reference genome requires comparative
analysis

— Alignment algorithms (BLAST) find regions of local similarity
between sequences

— Phylogeny algorithms (PhyML) build evolutionary relationships
between genomes

— Comparative analyses are easily parallelized at data level -> HTC

m
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* Bioinformatics = computing methods
to handle, organize and analyze
biological data

— Focused on the analysis of the
sequences (DNA, RNA, proteins), their
structure and interactions

— No interest for image analysis

* The role of bioinformatics

— Handle high throughput biological
data

— Organize the data

— Extract biological information from
raw data
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analysis? DGC |

Institut des Grilles
‘‘‘‘‘

 Many analyses can be parallelized at data level
— Comparative analysis

* Analyses require treatment chains (pipelines,
workflows) and integration of heterogeneous data

e Different programming languages (Perl, Python, Java,
etc)

* Multiplication of programs and algorithms
— 98 sequence alignment software tools

* A typical bioinformatics platform proposes hundreds of
software tools
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e Structural biology studies the
molecular structure of biological
macromolecules

— macromolecules carry out most of the
functions of cells

* Techniques to measure the structure
of macromolecules

— Physical techniques

Film

Diffracted
X-rays

* Mass spectrometry bonY Crystal
* Nuclear Magnetic Resonance f '@1
* X-ray cristallography =
— Biological techniques Xy
Observed

* Bioinformatics ( sequence < structure) reflections
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e Structural calculations from raw data are CPU
demanding and easily parallelized by the data

— Towards standardized pipeline analysis using
reference software tools

* Example from mass spectrometry
— Human cell contains 5 to 6000 different proteins

— Goal: compare proteins expressed by healthy and
cancerous cells

— One mass spectrometer generates = 50.000
fragmentation spectra in 5 hours < 15 GB of raw
data
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* The Protein Data Bank (PDB) is a repository for the
three-dimensional structural data of large
biological molecules, such as proteins and nucleic
acids

— data typically obtained by X-ray crystallography or NMR
spectroscopy

— More than 100.000 structures in 2014

 Among them are biological targets for drugs

— Biological target = biomolecule that changes its
behaviour or function when a chemical compound
binds to it
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* Drug development is along (10-12 years) and expensive (~800
MDollars) process
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* Insilico drug discovery opens new perspectives to speed it up and
reduce its cost

[ Target discovery H Lead discovery }
Target Lead Lead
Identification and validation identification optimization
- 2/5 years - 0.5 year - 2/4 years
- 30% success rate - 65% success rate - 55% success rate

Gene expression analysis,
Target function prediction,
Target structure prediction

De novo design, Virtual screening,
Virtual screening QSAR
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* Biologists identify a protein
involved in the metabolism of

the virus: the target
* The goal is to find molecules to “
prevent the protein from

playing its role in the virus life
cycle: the hits

— Hits dock in the active site of
the protein

* jnsilico vs in vitro screening

— In silico: computational
evaluation of binding energy

— In vitro: optical measurement
of chemical reaction constant
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........................................ i CNRS
()
‘o.....'°‘00000.00..00000000000000‘...‘0' Millions of chemical
X Molecular docking '_.l compounds available
- h in open source
% . o databases
.. v ..
® [ ]
'.J Molecular dynamics :
AMBER ’ . D
[ ] ° °
.. * ..
® [ J
% Complex e
% visualization .
° (]
(] ° °

CHIMERA

v

Target: catalytic aspartic residues

In silico drug discovery very early
Identified as a potential “killer
application” for the grid

WET LABORATORY

@)
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* Medical imaging is the technique, process and
art of creating visual representations of the
interior of a body for clinical analysis and
medical intervention

* Medical imaging techniques are multiple

— X-ray radiography, magnetic resonance imaging,
medical ultrasonography or ultrasound,
endoscopy, elastography, tactile imaging,
thermography, medical photography and nuclear
medicine functional imaging

7))
Y /
Institut des Grilles
oud du CNRS
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* Variety of applications in research and
industry

— prototyping of new devices
— evaluation of image analysis algorithms

e Commonly simulated image modalities
— Maghnetic Resonance Imaging
— Ultrasound imaging

— Positron Emission Tomography
— Computed Tomography

m
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* New imaging technologies
significantly improve diagnostic and
prognostic accuracy of
neurodegenerative diseases

— Especially true for Alzheimer’s disease
 CPU-greedy tools for analysis and

visualization of structural and
functional brain imaging data

 Example : segmentation of cortical
and subcortical anatomy and
calculation of areas and thickness

— About 24 hours to run for each scan
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computing

Scientific discipline | Data to be processed

Molecular Biology High Throughput Computing of
NGS data

Structural biology High Throughtput analysis of
Nuclear Magnetic Resonance and
Mass Spectrometry data

Institut des Grilles
ct du cloud du CNRS

Neurosciences High Throughput analysis of brain
images
Drug discovery High Throughput computing of

molecular structures
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* Need for comparative analysis in biology and medlcme
-> extensive use of databases
* Security is

— Critical for medical data (privacy issues) and
pharmaceutical data (intellectual property issues)

— Much less for biological data, except for personalized
medicine

 HPCis needed mostly at the interface with
computational chemistry and for genome assembly

 Hundreds of bioinformatics algorithms and databases
but a handful of structural biology software

Grid computing is part of the answer (security issues, flexibility)
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Clouds in biosciences
Part Il — grid usage in life sciences

Vincent Breton
July 28t 2014
Enrico Fermi school of physics



D Ajourney through(CPU-intensive

life sciences...

e Partl
—Whoam I?

— Introduction to CPU-intensive life sciences
e Part Il: Grid usage in life sciences
e Part lll: Clouds in life sciences

e Part IV: Entering a new world
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biosciences

* Historical perspective: the different stages

 Examples at the different stages

— First successes in life sciences
 WISDOM (drug discovery)

— Usage of grid on the plateau of maturity
« WeNMR (structural biology)
* VIP (medical imaging — neurosciences)
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* Three stages for life sciences
— Pioneering time : 2000-2005
— First successes : 2005-2010
— Plateau of maturity: 2010 - 2014
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deploying test applications

Gartner Emerging Technologies Hype Cycle 2002

Visibllity i . | . Key: Time 10 "Plateau”
Clomatrics O Less than two years

A

© Two to five years
® Fwveto 10 years
® Beyond 10 years

Naturald{anguage
saarch

igentity services

Web sarvices

Virtual
Personal digital Wireless private

Nanoccomputing assistant phones LANS/B02.11 networks

E£-tags

+— Speach recogniton in call

Personal = Vaoice over IP oo
fuel cells WAP/ D Sluetooth
Wirelass ™ '\\*utmc kay infrastructure
Weab Location \ E-payments
sensing Speech recognition on daskiops
Paak of
Technology Infiated Trough of Slcpe of Plateau of
Trigger Expectations Desillusionment Enightenment Productivity
B

Maturity >

lnsmu( des Grilles
du cloud du CNRS




5O Fthe challenges of tomorrow...
in September 2002

PublicHealth
Patient PublicHealth
Tissue, organ Patient
Association
Cell Modelling Tissue, organ
Molecule Computation Cell
rellzgj r:itata Molecule
Databases
R

INDIVIDUALISED HEALTHCARE S. Norager
MOLECULAR MEDECINE \V4 . .
Y. Paindaveine
. Computational DG- INFSO

recommandation

09:12:08
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IDGC .

Institut des Grilles
ct du cloud du CNRS

Biometric Identity Documents Key: Time to Plateau
BPM Suites

‘ P2P VoIP O Less than two years

Q Desktop Search © Two to five years

Inkjet Manufacturing ® riveto 10 years

Q Linux on Desktop for Mainstream Business Users

Electronic Ink/Digital Paper -C Encx on Dlesic 2
icro Fu
Model-driven Approaches | ©= More than 10 years
Carbon Nanotubes -\
Internal Web

Podcasting O O Really Simple Syndication Sardics

i ’ ; . Speech Recognition for
Biometric User Identification Telephony and Call Center

Text Mining

Augmented Reality
Business Toition
Process st
Platforms s
Corporate P
Business Rule Engines Synthesis

Semantic Web

Web Services-
Enabled
Business
Models

Trusted
Computing
Group

4G
Software as Service/ASP

Handwriting Recognition

Video Conferencing

RFID (passive)

XBRL

Tablet PC

Internet micro-payments Draft as of July 27, 2005

Gartnel

Service Oriented
Architecture (SOA)

© 2005 Gartner, Inc. and/or its Affikates. Al Rights Reserved 6
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 Goal: find new drugs for neglected and
emerging diseases = WISDOM

* Neglected diseases lack R&D |
« Emerging diseases require very rapid response time
* Need for an optimized environment

« To achieve production in a limited time

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

« To optimize performances

* Method: grid-enabled virtual docking

/(.,_4: % o. ..' ..

« Cheaper than in vitro tests

« Faster than in vitro tests '

.
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discovery initiative on grids

>2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Wisdom-l DataChallenge Wisdom-Il DataChallenge
Malaria Avian Flu Malaria

Diabetes

Plasmepsin Neuraminidase 4 targets Alpha-amylase,

maltase

SARS
3C proteases

EUROPEAN PROJECTS

* X %
e -
* *
. 5

W e e’ o
EGEE, Auvergrid, Embrace
TwGrid, EELA, EGEE
EuChina, O_SG BiolnfoGrid
EuMedGrid

INSTITUTES

SCAI, CNU, Academica
Sinica of Taiwan, ITB,
Unimo Uniyv,, LPC, CMBA
,CERN-Arda, Healthgrid

4

KISTI

More than 15 papers in peer-reviewed scientific journals
5 patents on potential drugs against diabetes, malaria and SARS

09:12:08

New scientific applications }

(S
/

-

New infrastructures and tools
(Cloud, Supercomputers)

y

-

Performance optimization }
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What made WISDOM successful?

 The support of all grid
infrastructures

— As much CPU as needed: one

century of CPU time as early as
2005

e The WISDOM Production
Environment (Jean Salzemann)

— First generation platform to push
jobs on the grid
The interest of Doman Kim and
his team at Chonnam National
University for testing in vitro the
compounds selected in silico

09:12:08
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(Grid infrastructures‘and projects ' | gom
@ P contributing to WISDOM L

Digital
Ribbon
Auvergrid

EUMedGrid

‘: EC funded grid infrastructure : EC funded grid project
‘: Regional/national grid infrastructure ‘ : US grid project

09:12:08 @




( An"unprécedentéd deployment on
grid infrastructures
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RESULTS ALREADY ACHIEVED IN 2009
> 150 million
2 months
80,000/hour
>400 years
> 3000
27
1.6TB

WISDOM received invaluable support from BioSolvelT, who has provided
more than 3,000 free licenses for their commercial docking program
FlexX.
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ct du cloud du CNRS

Very large scale deployment : > 1 Security issues
millenium of computation over 5 years

Grid fault tolerance (>30% failure rate)

What worked What failed

In silico discovery of new active Successful deployment of a virtual
compounds against malaria, diabetes and screening service

SARS

International deployment Adoption by pharma

Grid infrastructures are excellent environments for in silico drug
discovery but pharmaceutical laboratories are too concerned by IP
issues to ever use them

09:12:08
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Institut des Grilles
ct du cloud du CNRS

Figure 1. Hype Cycle for Emerging Technologles, 2009
expectations Cloud computing

Dewdopeo
Human Augrentaiion L RFID (Casetoiet) AS of Aty 2009

Peak of
Technology Trough of Plateau of
Trigge: Exldw Désillusionment Slope of Enlightenment Productivity
time v
Years to mainstream adoption: bsoleto

Olessthan 2years ©ZloSyears @510 10ywars A more than 10 years & belore plateau
Sowrce: Garmer (uly 2009

Grids had already disappeared from Gardner hype cycle for emerging technologies in 2009

" O

09:12:08




w3 »What did change around 2010 (from a

user point of view)?

Positive ______| Negative

Grid infrastructure became Pressure on resources
production quality for LHC data  considerably increased
analysis

Emergence of platforms hiding
grid limitations
- in terms of failure rate
- in terms of information
systems

Emergence of web portals hiding Security ?
grid complexity
- no need for a certificate

. - “transparent” grid usage )z
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85
o
Send | task

Pilot-agent platform

.| - Users submit their

S B Agent Manager | docking tasks to a central
pool

Pull user\ task Submit /pilot agent | _ pj|nt jobs are submitted
to the grid and pull user
tasks from the central
pool

- Tasks in central pool
are pulled according to a
scheduling policy

Pilot agent Pilot agent
Pilot agent

Grid/cloud environment
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) DIRAC

* A pilot agent platform developed for LHCb,

now widely adopted
USER Communities

Resources
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 Hosted by the
CC/IN2P3

e Distributed a s

administrator team “

— 5 participating CREATIS Coordination
universities
DIRAC Project
¢ 18 VOS ) ~1OO Service Development
registered users Saiinidagd

* In production since
May 2012

— > 7 millions jobs

09:12:08
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* Access to resources

— Dedicated Virtual Organizations providing their
own resources

Virtual Organization = dynamic set
e We-NMR for structural biology of individuals or institutions defined
around a set of resource-sharing
rules and conditions

— catch-all Virtual Organizations for all life sciences
with opportunistic usage

* International: Biomed Virtual Organization
User friendly user interfaces
— Science gateways with hundreds of users

— Pilot agent platforms integrated into the gateways

* N4U for neurosciences




> Ypportunisticiusage(ls still -~
dominant E

U}

Distribution of the normalized CPU-time per Virtual Organization
in the life sciences

Dutch biomedical Other
Virtual Organization

eNMR.eu
NMR resource
centres

Biomed
Opportunistic
usage

09:12:08 Credit: http://lIsgc.org
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Igl, relative

WeNMR VRC (Sept. 2013)

* Largest VO in the life sciences
e > 575 registered users (35% outside EU)
e ~90000 CPU cores via EGI resources

* >4.7M CPU hours over the last 12 months www.wenmr.eu
> 1.8 million jobs over the last 12 months

* User-friendly access to Grid via web portals

09:12:08 Credit: A.J. Bonvin
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68 publications since 2011 acknowledging
WeNMR (or eNMR) )

WE-NmMr

Institut des Grilles
ct du cloud du CNRS

{
Wv@- n m r A worldwide e-Infrastructure for NMR and structural biology ’
A WeNMR NMR SAXS Market Support Q
Users only
22%
PI’OjECt Deliverables  Fact Sheet  Stories fomthe GRID ~ WeNMR Demo  eNMR and WeNMR  Publications

SAXS animation  Spectrometer animation ~ VRC animation

Home » WeNMR » Project B = o Bidklek 17

Publications acknowledging WeNMR

68 Dagil R, O'Shea C, Nykjaer A, Bonvin AM, Kragelund BB. Gentamicin binds to the megalin receptor as a competitive inhibitor using the
common ligand binding motif of complement type repeats: insight from the nmr structure of the 10th complement type repeat domain alone and in
complex with gentamicin. J Biol Chem. 2013 268:4424-35. 10.1074/jbc.M112.434159.

67 Aranko AS, Oeemig JS, lwal H. Structural basis for Protein Trans-Splicing by a Bacterial Intein-Like domain: Protein Ligation without
Mucleophilic side-chains. FEBS J. 2013 In press 10.1111/febs.12307.

Application of Methods
66 Mehtala ML, Haataja TJ, Blanchet CE, Hiltunen JK, Svergun DI, Glumeff T. Quatemary structure of human, Drosephila melanogaster and
Caenorhabditis elegans MFE-2 in solution from synchrotron small-angle X-ray scattering. FEBS Lett. 2013 587:305-10. WeN M R development
10.1016/j.febslet.2012.12.014 Se rViceS 470/0

31%

65 Bertini |, Borsi V. Cerofolini L, Das Gupta S, Fragai M, Luchinat C. Solution structure and dynamics of human S100A14 J Biol Inorg Chem
2013 18:183-194 10.1007/500775-012-0963-3

Application of WeNMR services
= collaborations between WeNMR staff and users

09:12:08 Credit: A.J. Bonvin
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Virtdal Imaging Platform | g

http://www.creatis.insa-lyon.fr/vip e

O

]
Application as a service
- : Tfrastructu - ee [
£} Home File transfer to/from grid ’ LA institut des Grilles
Eene) Supported by EGI Infrastructure
\ r\n Uses biomed VO (most used EGI VO for life sciences in 2013) .
B _ D VIP accounts for ~25% of biomed's activity eal
hly Accourt hessages Documentation Gallery VIP consumes ~50 CPU years every month
Simulation
,A\. 73\. 'fﬁv ,ﬂ\- France-Grilles
FIELD-\I VU-4 PET—;‘Soneo \«'-U.Z.Z SIMRI object ar;d c... S‘IMEI w0 3 E
Web portal ‘ h
|
4

Scientific applications

Cancer therapy simulation Neuro-image analysis

0
Nov 2012 Dec 2012 Jan 2013 Feb 2013 Mar 2013 Apr 2013 May 2013 Jun 2013 Jul 2013 Aug 2013 Sep 2013 Oct 2013

Users

479 registe red users in Nov 2013 (175 in France)
Most used robot certificate in EGI (http://geﬂ:eg}';eu/wiki.robot.users) %0

Nocway

Prostate radiotherapy plan simulated Brain tissue segmentation
with GATE(L. Grevillot and D. Sarrut) it FrecsurEr ? - W,&.m. 0
Image simulation Modeling and optimization of e e g i ~ B¢ ' Q% e e
distributed computing systems 'm,,,g,f.," R b A %« Q e ' v
12000 - s e Socth
10000
— BUDU
teoc- I B O H EH B B B e o T
'“ 4000 —
Hspelmoﬂs
Echocardiography simulated with Acceleration yielded by non-clairvoyant

FIFLD-!' (0. Bernard et al) task replication (R. Ferreira da Silva et al)


http://go.egi.eu/wiki.robot.users
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip
http://www.creatis.insa-lyon.fr/vip

(M%A portal for Mass'Spectrometry

data analysis

Institut des Grilles
Tt T TICNRS

MASS SPECTROMETRY DATA ANALYSIS
Mtps://msda.unistra.fr

Generation of custom databases MS/MS data

v

4 v 4 _
Database searches —— Recover -—>

- OMSSA searches Extraction of high - PepNovo sequencing
- Grid computing quality spectra - MS-BLAST searches
- Protein grouping

- Grid computing

List of identified ]_
peptides/proteins

___ Validor g Annotation explorer |

Extraction of peptide pairs - Extraction of GO terms and ancestries
. with different modifications Credit: C. Carapito et al - Visualization of GO graphs
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performances

Local computing

A {single processor)

74.6h

58ht

36h]

0.3h

HRT HRS LRT LRS

Processing times of four typical shotgun
proteomics datasets using a local laboratory
computer versus grid computing on EGI

https://msda.unistra.fr

0.98 h

ﬁ

0.40 R

 tdes Grilles
loud du CNRS

Mﬁlﬂ Grid computing

A 5 (wo blomed, EGI grid)

net time gain
up to 99%

0.35h |-

0.25h

C. 03rbP® et al, to be published in Proteomics 2014
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EGI takes from zero to three steps

* Get a certificate from a national Certificate Authority

— Step not needed if you access the grid through a scientific
gateway

* Learn how to use a platform (DIRAC)

— Step not needed if you access the grid through a scientific
gateway

* Access services like FG-Dirac or EGI-DIRAC
— Open to the “long tail” of science

— Not needed if you access the grid through a scientific
gateway
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Maturity: truly multidisciplin
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User communities

Owners of certificates delivered by the French Certificate authority in the last 12 months
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Nuclear Physics

Particle Physics

Astronomy Astrophysics Astro-Particle
Computational Chemistry

Complex systems

Life Sciences _
Earth Sciences

Fusion

Computer Science and Mathematics

Other
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Over 1200 scientific publications co-signed by French researchers
june 2010 - April 2014
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C 7 What at@ut molecular biology%?

e Early
involvement Banques internationales

 Limited impact £spacepsrsonnel
_ _ Espace commun
~ Technicallssues aoces simple au stockage.

— Political issues  Distribution des calculs N \WMS

.................................................................................

Integration cluster l'existant ~oui
Déploiement des logiciels MG
kaﬂnwfpnpehne Y
Gostion des dentités otacces  [EHENEY

e Some success
stories

Interface facile a utiliser ~ CLI
Interface publique: accés anonyme sur portalil

P— et web services 29

H
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complex diseases with the EGEE grid

* Goal: study the impact of DNA

mutations on human coronary diseases

Very CPU demanding analysis to study
the impact of correlated (double, triple)
DNA mutations

Deployment on EGEE Grid

— 1926 CAD (Coronary Artery Diseases)
patients & 2938 healthy controls

— 378,000 SNPs (Single Nucleon
Polymorphisms = local DNA mutations)

— 8.1 millions of combinations tested in
less than 45 days (instead of more than
10 years on a single Pentium 4)

Results published in Nature Genetics
March 2009 (D. Tregouet et al)

— Major role of mutations on chromosome
6 was confirmed

09:12:08
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Summary

Institut des Grilles
ct du cloud du CNRS

Structural biology 100s of users through Grid operational cost
scientific gateways

Drug discovery Large scale deployment of  IP issues have stopped
docking computations adoption

Medical imaging 100s of users through Grid operational cost

(simulation) scientific gateways

Neurosciences Emergence of grid-enabled Protection of medical data
scientific gateways — grid operational cost

Molecular biology - Limited adoption Grid middleware OS — Data

bioinformatics management — grid

operational cost - RAM

‘ Cloud computing provides new opportunities (flexibility, reduced operational cost) ‘
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Institut des Grilles

* Grid computing has allowed building a truly
multidisciplinary distributed IT infrastructure

— Life sciences have benefitted and are benefitting
from it

— Human network across scientific disciplines

* Cloud computing allows extending the grid
functionalities

— Life sciences will benefit even more



